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n A few words about modern Scientific data

2. analysis:

* Needs to be fast, reliable (i.e a bash terminal),
secure - bonus for replicability and Ul/UX
features

* Requires persistent and non-persistent data
storage

e Fosters collaborative environments, enables

OI’kS on distributed teams and multi-disciplinary groups
: to do science using computing tools
my machine B computine

 Work smart, improve where there’s room for it..
The Definitiva Guide but don’t abandon the old, wise ways
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Analysis Facilities for the Future

A working version of an AF definition from the March HSF AF Forum kick-off meeting:

“The infrastructure and services that provide integrated data, software and computational
resources to execute one or more elements of an analysis workflow. These resources are
shared among members of a virtual organization and supported by that organization.”

Eermicrig A (simplified) Diagram of the Grid Some examples:
[ — « LPC CAF
7 * Experiment VM nodes
— - * Custom submit points for Condor jobs (i.e
= 4‘2&1‘;9; DES)
;— | * Local bash/sh, IDEs, Jupyter Notebooks
— = Ay
- F oy s

06-Jan-2010 FerrmGrid 101 3
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https://indico.cern.ch/event/1132360/

Fermilab’s AF -- Fundamental principles:

Create a user-oriented analysis facility based on our own

Nebiraska

Lincoln” experience supporting scientists on traditional technologies.
. » Explore, deploy and collaborate on industry-level tools and
L, 3 ’
3¢ Fermilab strategies for optimizing data analysis.
« Facilitate the use and access of a pool of large, specialized
E hardware for all Fermilab users in and Elastic way.
PURDUE « Foster collaboration with experiments and science groups in order

to better understand current and future analysis needs.
Provide effective, requirement-oriented computing solutions.

I I I H
Secure Integrated & functional Multi-VO DevOps (oper gtional Active collaboration
sustainability)
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The ultimate goal:

Analysis
Tools

2 ServiceX =2
tproot P o B
Reading and writing B func-adl emote ﬁ; :
ROOT files (just VO) ) Remote queries SSL@ A
. ; Rffea {iminuit ZFiE}
janof 3 " inimi; i C “S:
AW‘xvard - \/Eﬁ% d Raw minimization ‘;I)J;V;tlsz
: LE Ly hep-tables ™. Gewsmipoere. | P Lf Statitical tools |
= Manipulating arrays 1 i -
. with nested structure  DataFrame for
nested structure

: (not HEP-specific)

1. | == =
i Vector ' '{"2 hist!
2D, 3D, & Lorentz vectors Histogramming

g DX\
x-BAsg, ]V BN
*?wc\,’ ELRRKH ~
oy D pe 5 S5
gy: WY & CQACORN /2
R DETeC
6/15/22 Maria A. | 55th Users Meeting

Analysis
Facilities

(coffea-casa AF or any other
facility matching
tech.requirements)

Coffea-casa Interactive Analysis Facility

JupyterHub I Dask scheduler
(shared \
between Dask
——

users)
i

s HTCondor scheduler

3
HTCondor workers
It

JCIC]
{5 EEE)

Kubernetes resources
Per-user resources

Data delivery services - ServiceX

Shared resources between users

slurm

workload manager

& 00

docker kubernetes openshirt

HTConddr

Software Suite

o °
~ Jupyterhub

<3

NVIDIA.
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A JupyterHub-based deployment

eﬂ
jupyter| El- Core Features
2. 3 Lab E: :
alice v upyterLab Extensions

luser
«‘ ’

luser/bob e @
1. Core Features
J u pyte { 2. JupyterLab Extensions

Originally standalone Jupyter Notebooks.
Evolved to a self-hosted, multi-user platform
for hosting multiple notebooks, kernels and
highly customizable environments.

Can be deployed in multiple platforms
including Cloud, on prem and Kubernetes.

v" Implements authentication, login pages and token-based roles
v’ Tracks activity and does effective resource management

v" Proxying is done behind the scenes

6/15/22 Maria A. | 55th Users Meeting
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A JupyterHub-based deployment

Settings  Help

T file Edit View Run Kemel Tabs
g + b3 c
# > - > Classification > Titanic
o Name - Last Modified
2
§ [ Logistic Regrg 4 hours ago
= | M testesv 4 hours ago
M titanic.png 4 hours ago
2 B tainesy 4 hours ago
5
:
S
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3
S
3
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File Edit View Run

Kernel Git Tabs Settings Help

O+ = ¢ » O 6 =&

B+ X©O B8 » ®m C Code v Python3 O
Imports “
First, we import the needed things from IPython, NumPy, Matplotlib and SciPy.
[1]: %mstplotlib inline

from ipywidgets import interact, interactive
from IPython.display import clear_output, display, HTML

import numpy as np
from scipy import integrate

from matplotlib import pyplot as plt
from mpl_toolkits.mplot3d import Axes3D
from matplotlib.colors import cnames
from matplotlib import animation

[4]:

Computing the trajectories and plotting the result

We define a function that can i the
arguments that control the of the dif
the visualization ( angle ).

numerically and then plot the solutions. This function has
(6. B. p). the numerical integration ( N, max_time ) and

def solve_lorenz(N=10, angle=0.@, max_time=4.0, sigma=10.0, beta=8./3, rho=28.0):

fig = plt.figure()
ax = fig.add_axes([@, @, 1, 1], projection='3d")
ax.axis('off")

# prepare the axes Limits

Axsetxlim((-25 _25))

6/15/22
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A JupyterHub-based deployment - Login and Auth

@ analytics-hub.fnal.gov

"~ Jupyterhub
& Fermilab

Welcome to JupyterHub @ the Fermilab Elastic Analysis Facility _

Use your Fermi SERVICES domain credentials to log in

Username:
The OpenShift Kubernetes cluster will have upgrades installed on 2/16 from 10:00 — 11:00 am. As a result, Jupyter notebook pods
may be killed and re-launched during this time. macosta
If you have an existing environment and want to run it as a notebook, go to EAF BinderHub Password:
= ‘ o
EAF is in beta testing phase. This is the point where we need your help:
« Please note that GPU availability is on a first come, first serve basis. If you request a notebook with a GPU and it m

times out, please try again later.

Inactive/Idle notebooks will be automatically stopped after 8 hours

To report your feedback please visit the following GitHub issue, open as a safe feedback space.

If you uncover a security issue, please report it privately by emailing eaf-admins@fnal.gov

If you find any other regressions, please open an issue in the EAF GitHub repository

If you don't find any issues, we also appreciate positive input. Make sure to add the successful update on the
feedback space.

» Accessible from the Lab network or via VPN
* Login with SERVICES account
« UID/GID will be propagated to the notebook in order to preserve permissions
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A JupyterHub-based deployment - Current Catalog

6/15/22

jupyterhub Home Token Help/FAQ  Admin

ACCEL-Al

@L-CAPE CPU Only SL7 Interactive

Services v

@L-CAPE GPU SL7 Interactive (NVIDIA Tesla

Ka0)

@L-CAPE GPU SL7 Interactive (NVIDIA Tesla

T4)

@READS CPU Only SL7 Interactive

@READS GPU SL7 Interactive (NVIDIA Tesla
Ka0)

@READS GPU SL7 Interactive (NVIDIA Tesla
T4)

LBNF/DUNE/ProtoDUNE

@SL7 Interactive General Purpose Notebook

@GPU SL7 Interactive (NVIDIA Tesla T4)

@GPU SL7 Interactive (NVIDIA Tesla K40m)

@& analytics-hub.fnal.gov

Server Options

DES/LSST/ASTRO

~_GPU SL7 Interactive (NVIDIA Tesla K

CMSLPC

@SL7 Interactive
@COFFEA-DASK SL7 Interactive
@GPU SL7 Interactive (NVIDIA Tesla K40m)

@GPU SL7 Interactive (NVIDIA Tesla T4)

@GPUaaS - Boosted Decision Trees SL7
Interactive (NVIDIA Tesla T4)

FIFE/Neutrinos

@ SL7 Interactive General Purpose Notebook
@GPU SL7 Interactive (NVIDIA Tesla K40m)
@GPU SL7 Interactive (NVIDIA Tesla T4)

Fermi generic SL7/CC8

@Basic SL7 Interactive

@Basic CC8 Interactive

macosta
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A JupyterHub-based deployment - Named servers

& analytics-hub.fnal.gov

: Ju pyter hub Home Token Help/FAQ Admin Services v macosta = @ Logout

Named Servers

In addition to your default server, you may have additional 5 server(s) with names. This allows you to have more than one server running at the same time.

Server name URL Last activity Actions
Name your server Add New Server

ad 21 days ago m
dask /user/macosta/dask aday ago m

dune a month ago @

fife 3 months ago
Ipc 5 days ago

« Up to five, independent, isolated environments with shared persistent storage
« Activity monitoring and Application Token page
« CVMFS, Home areas and other specialized software will be included in the notebook
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A JupyterHub-based deployment (on Beta) https:/analytics-hub.fnal.gov

File Edit View Run Kernel Git Diagram Tabs Settings Help

B macosta@jupyter-macostX = [ coffea.ipynb X
B + X 0O [ » m C » Makdwnv @© sit # Python 3 (ipykemel) O

Q

‘ * 43 Beta users (thank

Name Last Modified

B figures a day ago C 300 yo u ! )

M histograms a day ago HT [GeV]

Dl aday ago : |all_histograms[:, "4j2b", :, "nominal"].stack("process")[::-1].plot(stack: , histtype="fill", linewidth=] o 22 Notebook fIaVorS

cabinetry_confi... a day ago

E‘ci:ffea,(nal,eaf... .adayago - : y ° 1 _2 Tb Ceph
. : S persistent storage

{:} ntuples.json a day ago W single_top_t_chan

. . 8000 W single_top_s_chan
:} workspace.json 2 minutes ago [——
W single_top_tW
allocated (o

& dask-gateway ralgov

mey [Gev Stas  Workers Tasks System  Profle  Graph Info

AH . e )

Our top reconstruction approach (bjj system with largest py) has worked! e
Let's also have a look at some systematic variations: |

« b-tagging, which we implemented as jet-kinematic dependent event |
«_jet enerqy variations, which vary jet kinematics, resulting in acceptand
Simple 20 & 3 Python 3 (ipykernel) | Idle

CMSLPC notebook running AGC COFFEA analysis

Actvity over time.

o
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https://analytics-hub.fnal.gov/

Current applications Ecosystem

6/15/22

BinderH

DeterminedAl

ServiceX

NVIDIA
TritonRT

Cabinetry

Reproducible
Interactive
Environments

| Distributed deep learning__|
model training

Data extraction
and delivery

pBog_@‘.
MicroBoohE

HTCondor batch
— submit

GPUaas inference

Declarative statistical model — |
building and analysis

Maria A. | 55th Users Meeting

Multi-tenant
Dask Clusters
(K8s based)

* External to Kubernetes

ENAL HTCondor

CMSLPC

ENAL HTCondor

DUNE

ENAL HTCondor

GPGrid

Multi-tenant
Dask Clusters
(HTCondor based)
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We need your help!

* Have a project that could benefit from JupyterHub?
* Are you tired of running local jupyter notebooks?
* Isthere a computing need or requirement that fits the AF model?

Contact us!

* Email me (macosta@fnal.gov) and Burt Holzman
(burt@fnal.gov) with your thoughts!

e If you uncover a security issue, please report it privately by
emailing eaf-admins@fnal.gov.

* If you find any other regressions, please open an issue in
the EAF GitHub repository.

* If you don't find any issues, we also appreciate positive
input. Make sure to add the successful update on the
feedback space.

2% Fermilab
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https://github.com/mapsacosta/EAFJupyter
https://github.com/mapsacosta/EAFJupyter/issues/2

Closing thoughts

Enabling data analysis tools and platforms and optimizing current CMS Software stack in
preparation for HL-LHC is a huge motivator, but not the only one.

DUNE, mu2e, cosmic frontier and other areas of the lab will benefit from a flexible, web-based
terminal with Python engines, centralized authentication and authorization, shared home mounts
and persistent storage.

Opportunities for innovation and broader collaboration with industry and inter-division groups.
Computing needs to understand needs of science to properly support it, this is a joint effort, and
everyone is a part of it.

Fermilab (USCMS) is leading effort on R&D and supporting other institutions on the
implementation of Afs. Guidelines COFFEA-CASA at UNL and the Fermilab EAF, pioneer projects.

Thanks © Questions?

Maria Acosta - SCS/CSI

@macosta on Slack
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Backup - Hybrid Dask Clusters

nnnnnn

ard

oooooooooo

lupyter

6/15/22

CCCCC
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Ipcdaskgateway is a client extension for
Dask Gateway which enables CMS
users to dynamically obtain Dask
compute resources from the LPC pool in
the form of containerized dask worker
jobs and from Kubernetes if they
need/prefer.

Latest version is installed by default and
deployed to the COFFEA-DASK
notebook on EAF.

We are working on contributing multiple
patches upstream as a result of this R&D
work

2= Fermilab



Backup - GitLab analytics for CI/CD

Pipelines charts
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ackup — detailed component diagram

NVIDIA TritonRT

- Hrcondor
[ Collector
L HTcondor
[ Schedd

TritonRT o
Inference Server|

S Tie 1 - LPG
HIGondor batch fam

[ Treefik HTTP proxy
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hitps:/idask-gateway.fnal.gov
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Dask-gateway
Controller
«KubeController»

Jupyter Infrastructure

Dask-gateway
Server

Kubarates PersistentVolume

Jupyter HTTP proxy

Kubernates PersistentVolume
«Nodel$» NFS-

O - - [ ) Jupyter

Kubemates PersistentVolume
NFS»

hitps://analytics-hub.al gov

JupyterHub server
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1
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Backup - Dask cluster burst — the ‘Elastic’ side of the facility

6/15/22

Dask-gateway.

server

% controller

i proxy (traefik) f----=------=----- re-

0 K Distribut]

kube-apiserver f-----

Dask cluster

Scheduler

Worker1 iWorkerN

OKD workers
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dask cluster
dashboard

dask-aateway
<<r

lupyter

i macosta_notebook

HTCondor

Collector

Schedd

L

Worker2| Worker2N
e— 1
Worker2N

CMST1
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