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There’s just one little problem…The Cosmic Inventory

What is dark matter and how do we learn more about it?



What’s the evidence for dark matter?

Overview

What can we deduce from first principles?

What can we learn in new places?
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Dramatic effect: requires ~85% of matter to be “dark”

  M33 Galaxy,  E. Corbelli, P. Salucci (2000)

Galaxy Rotation Curves

… and must surround galaxies in halo-like clouds
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~85% pressure-less matter, 15% conventional baryonic…
Observation & theory agree with 



Matter Power Spectrum 

~85% pressure-less matter, 15% conventional baryonic…
Observation & theory agree with 



… and wildly disagree without DM, even in modified gravity theories

FIG. 1: The power spectrum of matter. Red points with error bars are the data from the Sloan

Digital Sky Survey [9]; heavy black curve is the ΛCDM model, which assumes standard general

relativity and contains 6 times more dark matter than ordinary baryons. The dashed blue curve is

a “No Dark Matter” model in which all matter consists of baryons (with density equal to 20% of

the critical density), and the baryons and a cosmological constant combine to form a flat Universe

with the critical density. This model predicts that inhomogenities on all scales are less than unity

(horizontal black line), so the Universe never went nonlinear, and no structure could have formed.

TeVeS (solid blue curve) solves the no structure problem by modifying gravity to enhance the

perturbations (amplitude enhancement shown by arrows). While the amplitude can now exceed

unity, the spectrum has pronounced Baryon Acoustic Oscillations, in violent disagreement with

the data.

matter model, on the other hand, the oscillations should be just as apparent in matter as

they are in the radiation. Indeed, Fig. 1 illustrates that – even if a generalization such

as TeVeS fixes the amplitude problem – the shape of the predicted spectrum is in violent
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Observations extract:

Requires present baryon density to be ~ 15% of total

  DM can’t be disguised baryons⌦b ⌘ ⇢b/⇢tot.

Big Bang Nucleosynthesis as a Probe of New Physics 7
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Figure 1: Time and temperature evolution of all standard big bang nucleosynthesis (SBBN)-

relevant nuclear abundances. The vertical arrow indicates the moment at T9 ! 0.85 at

which most of the helium nuclei are synthesized. The gray vertical bands indicate main

BBN stages. From left to right: neutrino decoupling, electron-positron annihilation and n/p

freeze-out, D bottleneck, and freeze-out of all nuclear reactions. Protons (H) and neutrons

(N) are given relative to nb whereas Yp denotes the 4He mass fraction.

Below we discuss the fusion of the light elements and compare their SBBN predictions with

observations.

1.1.1 O(0.1) abundances: 4He. The beauty of the SBBN prediction for 4He lies in

its simplicity. Only a few factors that determine it. The rates for weak scattering processes

that inter-convert n ↔ p at high plasma temperatures scale as G2
FT

5, where GF is the

Fermi constant. As the Universe cools, these rates drop below the T 2-proportional Hubble

rate H(T ) Eq. (6). The neutron-to-proton transitions slow down, and the ratio of their

respective number densities cannot follow its chemical-equilibrium exponential dependence,

n/p|eq ! exp(−∆mnp/T ). Around T ! 0.7MeV this dependence freezes out to n/p !

1/6 but continues to decrease slowly due to residual scattering and β-decays of neutrons.

The formation of D during this intermission period is delayed by its photo-dissociation

process that occurs efficiently because of the overwhelmingly large number of photons [see

Light Element Abundances

Pospelov, Pradler 2010

Big Bang Nucleosynthesis



Perversely this strengthens the case for dark matter! 

Rotation curves consistent with visible matter only
Outlier Galaxies Without Dark Matter

Modified gravity predicts deviations from Newton in all galaxies

No need for dark matter in the UDG AGC 114905 5

Figure 3. Circular speed (grey circles) and velocity dispersion (blue circles)
profiles of AGC 114905, as obtained with our kinematic modelling. Squares
show previous results obtained at a lower spatial resolution.

(1.6), after applying a small correction to account for thickness, see
Romeo 1994; Romeo & Falstad 2013). The uncertainties are rela-
tively large (typically a factor 2�3), but these values of &gas suggest
that the galaxy could be susceptible to local instabilities (see Romeo
& Falstad 2013 and references therein for a detailed discussion on
the interpretation of&gas). While these local instabilities may lead to
fragmentation and subsequent star formation, observations suggest
this is not always the case (Hunter et al. 1998; Leroy et al. 2008;
Elmegreen & Hunter 2015). The value of &gas for AGC 114905 is
lower on average but consistent within 2f with the median values
of LITTLE THINGS dwarf galaxies (Iorio et al. 2017). Finally, it
should be noted that a more detailed calculation that takes into ac-
count the gas disc flaring (e.g. Elmegreen & Hunter 2015; Bacchini
et al. 2020) would increase the value of &gas, especially in the outer
parts.

While&gas is in principle only related to local instabilities, we can
also investigate the global disc stability of our UDG. The ordered
kinematics seen in Fig. 2 and the isolation (see Mancera Piña et al.
2020) of the galaxy strongly suggest an equilibrium state. We further
tested this by allowing 3DBarolo to fit radial motions overlaid on the
rotation, but we did not find evidence of such radial motions as their
amplitude is always consistent with zero within the uncertainties. We
also computed the global stability parameter -2 = ^2'/(4c⌧⌃gas)
(Toomre 1981), finding a median of 1.2 and with -2 being smaller
than 1 (0.9) only at the outermost radius, suggesting the system is
stable against bar instabilities (-2 . 1 is the instability condition
often used for dwarf galaxies, see e.g. Mihos et al. 1997; Hidalgo-
Gámez 2004).

Overall, these investigations show that it is reasonable to assume
that the cold gas in AGC 114905 is in closed orbits tracing its gravi-
tational potential and allowing us to build mass models based on the
derived rotation curve.

4 MASS MODELLING

4.1 A baryon-dominated rotation curve

AGC 114905 has a baryonic mass much higher than other dwarf
galaxies with similar circular speeds (Iorio et al. 2017; Mancera Piña
et al. 2020). It is therefore interesting to see if AGC 114905, like
most dwarfs, is dominated by dark matter at all radii.

Figure 4. Circular speed profile of AGC 114905 (red points) compared to the
contribution expected from stars (orange line), gas (blue line), and baryons
(stars plus gas, magenta line).

Prior to obtaining any mass model, we can compare the circular
speed profile of the galaxy with the circular speed profile of the
baryonic distribution (+bar), which is simply the sum in quadrature of
the contributions of the stellar and gas discs, this is +2

bar = +2
⇤ ++2

gas.
We derive +c,⇤ and +c,gas using the software ����������� (Iorio
2018). �����������5 takes as input the mass density profile of a
given component, fitted with an appropriate function (see below),
computes its gravitational potential via numerical integration, and
returns the associated circular speed.

In the case of the stellar disc, we use an exponential profile with
"⇤ = 1.5 ⇥ 108 "� and an exponential disc scale length 'd =
1.79 kpc; this profile can be compared with the data in Fig. 1. We
assume a sech2 profile along the vertical direction, and a constant
thickness Id = 0.196'0.633

d ⇡ 280 pc, as found in low-inclination
star forming galaxies (Bershady et al. 2010).

For the gas component (H � plus helium), we fit the density profile
with a profile of the form

⌃gas = ⌃0,gas4
�'/'1 (1 + A/'2)U , (1)

where ⌃0,gas is the gas central surface density, ' is the cylindri-
cal radius, and '1, '2, and U are the fitting parameters (equal to
3.2 "�/pc2, 1.1 kpc, 16.5 kpc, and 18, respectively). This profile
provides a good fit to the observations, as seen in Fig. 1. For the ver-
tical structure of the gaseous disc we assume a Gaussian profile and
a constant vertical scale-height Id = 250 pc. It is worth mentioning
that the results we show below do not depend significantly on the
assumed thickness of the stellar or gaseous discs.

Fig. 4 shows the contribution of +⇤, +gas, and +bar to the total +c
of AGC 114905. Remarkably,+bar provides a reasonable description
of +c at all radii. This implies that as opposed to classical dwarf
galaxies (e.g. Iorio et al. 2017; Read et al. 2017), the dynamics of
AGC 114905, at least within the observed radii extending to about
10 kpc, are baryon-dominated rather than dark-matter dominated.
This was already postulated in Mancera Piña et al. (2019b), but it is
now confirmed with a well traced rotation curve.

5 https://github.com/iogiul/galpynamics

MNRAS 000, 1–12 (2015)

Pina et al, 2112.00017

Figure 1: HST/ACS image of NGC1052–DF2. NGC1052–DF2 was identified as a large (⇠ 20) low surface object, at ↵ =
2h41m46.8s; � = �8�2401200 (J2000). Hubble Space Telescope imaging of NGC1052–DF2 was obtained 2016 November 10,
using the Advanced Camera for Surveys (ACS). The exposure time was 2,180 s in the V606 filter and 2,320 s in the I814 filter.
The image spans 3.20 ⇥ 3.20, or 18.6 ⇥ 18.6 kpc at the distance of NGC1052–DF2; North is up and East is to the left. Faint
striping is caused by imperfect CTE removal. Ten spectroscopically-confirmed luminous compact objects are marked.

has a radial velocity of 1, 425 km s�1, with a 1� spread of
only ±111 km s�1 (based on 21 galaxies). NGC1052–DF2
has a peculiar velocity of +378 km s�1 (3.4�) with respect
to the group, and +293 km s�1 with respect to NGC 1052
itself (Fig. 3).

Images of the compact objects are shown in Fig. 2 and
their locations are marked on Fig. 1. Their spatial distri-
bution is somewhat more extended than that of the smooth
galaxy light: their half-number radius is Rgc ⇠ 3.1 kpc
(compared to Re = 2.2 kpc for the light) and the outermost
object is at Rout = 7.6 kpc. In this respect, and in their
compact morphologies (they are just-resolved in our HST
images, as expected for their distance) and colors, they are
similar to globular clusters and we will refer to them as such.

However, their luminosities are much higher than those of
typical globular clusters. The brightest (GC-73) has an ab-
solute magnitude of M606 = �10.1, similar to that of the
brightest globular cluster in the Milky Way (! Cen). Fur-
thermore, the galaxy has no statistically-significant popula-
tion of globular clusters near the canonical peak of the lu-
minosity function at MV ⇡ �7.5. The properties of these
enigmatic objects are the subject of another paper (P.v.D. et
al., in preparation).

The central observational result of the present study is
the remarkably small spread among the velocities of the
ten clusters (Fig. 3). The observed velocity dispersion is
�obs = 8.4 km s�1, as measured with the biweight estima-
tor (see Methods). This value is much smaller than that in

2

Van Dokkum et al 2018

AGC-114905

NGC 1052-DF2

Caution: still fairly new observations with some controversy



Cluster CollisionsGravitational Lensing

CMB Power SpectrumMatter Power Spectrum BBN Light Element Yields

Rotation Curves

Independent, consistent observations spanning nearly all of spacetime 

Holy Grail: extend knowledge to smaller scales 

kpc-Gpc scales and redshifts

Remarkable Evidence of Dark Matter



What’s the evidence for dark matter?

Overview

What can we deduce from first principles?

What can we learn in new places?
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What do we know about DM?

Fortunately, many DM candidates exert other forces too
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1) Current evidence is based on gravity
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2) Must be stable or extremely long lived

4) Can’t interact (much) via strong or electromagnetic forces
Otherwise would have been observed through these

5) Might interact via the weak force or a new fifth force

3) Must be largely non relativistic
Relativistic particles don’t clump to match matter power spectrum

What do we know about DM?

It was present since at least redshift z = 3400 and is still here 13.7 Gyr later

1) Current evidence is based on gravity
Fortunately, many DM candidates exert other forces too



de Broglie wavelength can’t

Electron Proton HiggsNeutrino EarthPlanck

indirectly (lensing/LIGO…)exceed dwarf galaxy scales 
Would have been observed

Huge Range of Possible DM Masses 



Huge Range of Possible DM Masses 

Electron Proton HiggsNeutrino EarthPlanck

Must be bosonic
or extended object
Must be primordial black hole

Can’t fit enough fermions
inside galaxies (Pauli exclusion)



Electron Proton HiggsNeutrino EarthPlanck

WIMPs

Huge Range of Possible DM Masses 



Electron Proton HiggsNeutrino EarthPlanck

WIMPs

Huge Range of Possible DM Masses 

Traditional DM searches for WIMPs near the weak scale
Updating priors: null results from LHC & WIMP direct-detection

What can we learn in new places?
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What can we learn in new places?

Ultra light DM —- e.g. axion-like particle “ALP”



More general category: Axion Like Particles — “ALPs“
“Axions” proposed to explain absence of neutron electric dipole moment 

Peccei, Quinn 1977, Phys. Rev. Lett.

Wave-like Dark Matter



More general category: Axion Like Particles — “ALPs“

Must be produced very “cold” in the early universe 
Otherwise would be highly relativistic

“Axions” proposed to explain absence of neutron electric dipole moment 

Peccei, Quinn 1977, Phys. Rev. Lett.

Wave-like Dark Matter

Only works with ultra-feeble SM interactions



Quantum wavelength exceeds inter-particle separation 

More general category: Axion Like Particles — “ALPs“

Behaves like non-relativistic classical field, hence “wavelike”

Must be produced very “cold” in the early universe 
Otherwise would be highly relativistic

“Axions” proposed to explain absence of neutron electric dipole moment 

Peccei, Quinn 1977, Phys. Rev. Lett.

Wave-like Dark Matter

Only works with ultra-feeble SM interactions



Quantum wavelength exceeds inter-particle separation 

More general category: Axion Like Particles — “ALPs“

Must be produced very “cold” in the early universe 
Otherwise would be highly relativistic

“Axions” proposed to explain absence of neutron electric dipole moment 

Peccei, Quinn 1977, Phys. Rev. Lett.

Wave-like Dark Matter

Only works with ultra-feeble SM interactions

How can these be DM candidates?

Behaves like non-relativistic classical field, hence “wavelike”



Wavelike DM: Cosmological Evolution

Early universe misalignment  — original field value set by initial conditions

�



Wavelike DM: Cosmological Evolution

Early universe misalignment  — original field value set by initial conditions

�

Begins oscillation when mass = Hubble expansion m� ⇠ H



Wavelike DM: Cosmological Evolution

Early universe misalignment  — original field value set by initial conditions

�

Begins oscillation when mass = Hubble expansion m� ⇠ H

Redshifts like non relativistic matter ⇢� ⇠ m2
��

2 / a�3



Wavelike DM: Cosmological Evolution

Early universe misalignment  — original field value set by initial conditions

�

Begins oscillation when mass = Hubble expansion m� ⇠ H

Redshifts like non relativistic matter ⇢� ⇠ m2
��

2 / a�3

Scalar field value set by DM density (locally & cosmologically)



Couple Wavelike DM to Neutrinos

DM interaction gives neutrino time-dependent mass splitting 

}
GK, Machado, Necib, 1705.06740  Phys. Rev. D
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Couple Wavelike DM to Neutrinos

DM interaction gives neutrino time-dependent mass splitting 

}

Oscillation modified by DM 

"Distorted Neutrino Oscillations” (DINOs)

GK, Machado, Necib, 1705.06740  Phys. Rev. D



Need:

If period short wrt neutrino travel time: effect averages to zero
If period long  wrt observation time: unobservable 

What’s the relevant timescale?

GK, Machado, Necib, 1705.06740  Phys. Rev. D

Couple Wavelike DM to Neutrinos
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In a two-flavor neutrino formalism, the instantaneous vac-
uum probability for ↵ ! ↵ survival is

P (⌫↵ ! ⌫↵) = 1 � sin2(2✓) sin2

✓
�m

2
L

4E

◆
, (7)

where L is the experiment baseline, E is the neutrino energy,
and both ✓ and �m

2 depend on � through Eqs. (5) and (6). If
the scalar oscillation period ⌧� ⌘ 2⇡/m� is longer than the
characteristic neutrino time of flight T⌫ , but shorter than the
total experimental run time, then neutrinos emitted at differ-
ent times will sample different values of � over the course of
a given experiment. In this regime, the effective oscillation
probability is the ensemble average

hP (⌫↵ ! ⌫�)i =

Z ⌧�

0

dt

⌧�
P (⌫↵ ! ⌫�), (8)

where for a given experimental baseline L = c/T⌫ , there is a
characteristic m� below which standard oscillation probabili-
ties can be distorted. In Eq. (8) we neglect the spatial variation
in � since this effect is suppressed by v ⌧ 1. If ⌧� & 10 min-
utes, the misaligned scalar oscillation can induce observable
time-variation in neutrino oscillation measurements (e.g. pe-
riodicity in the solar ⌫e flux) [2]. In this work, we study the
opposite, high frequency regime and find scalars with ⌧� ⌧

min distort neutrino oscillation probabilities even if this time
variation cannot be resolved.

The effect of fast averaging is intrinsically different for neu-
trino mixing angles and mass-squared differences. For mixing
angles, the net effect of averaging over � induces a shift in the
observed mixing angle relative to its undistorted value. Note
that the observed sin2 2✓ after averaging can never be zero or
maximal since, from Eqs. (3) and (6), we have
Z ⌧�

0

dt

⌧�
sin2 2✓(t) =

1

2

⇥
1 � J0(4⌘�) cos 4✓0

⇤
(9)

' sin2 2✓0
�
1 � 4⌘2�

�
+ 2⌘2� + O(⌘3�), (10)

where J0 is a Bessel function of the first kind and, to quadratic
order in ⌘�, the correction to the sin2 2✓(t) distribution is
negative (positive) for maximal (minimal) mixing. Thus
the observations of non-zero ✓13 [14] and nearly maximal
✓23 [15, 16] already constrain the available parameter space.

If the scalar primarily affects mass-squared differences (e.g.
through flavor blind yukawa couplings), the time averaging
has a more complicated functional dependence

Z ⌧�

0

dt

⌧�
sin2


�m

2
L

4E
(1 + 2⌘� cosm�t)

�
, (11)

which leads to additional L/E smearing and distorts the func-
tional form of oscillation probabilities, particularly near max-
ima and minima. Thus, the DiNO effect from Eq. (8) adds
an irreducible smearing to the oscillation probability signal,
similar to an experimental energy resolution, but at the prob-
ability level. This effect is shown in Figs. 1 and 2, which
present both instantaneous and �-averaged ⌫e ! ⌫e survival
probabilities as a function of neutrino energy for JUNO [17]

FIG. 1. Example neutrino oscillation probabilities for a variety of
scenarios at JUNO (top) and KamLAND (bottom). For both plots,
the thick red curve is the standard oscillation prediction for each
setup including the effect of energy resolution smearing (following
the prescription in Appendix A). The green and turquoise curves also
include the additional effect of �-induced smearing separately dis-
torting �m2

31 and �m2
21, respectively. For KanLAND we have as-

sumed a mean baseline between the nuclear reactors and the detector
of hLi = 180 km.

and KamLAND [18, 19] as well as ⌫µ ! ⌫µ and ⌫µ ! ⌫e

oscillation probabilities at the future experiment DUNE [20]
(see Appendix A for a discussion of the signal calculation).

PHENOMENOLOGY

Although a detailed experimental analysis is outside the
scope of the paper,2 we present estimates of the experimen-
tal sensitivities of current and future neutrino experiments in
terms of the ratio ⌘� taking into account possible new inter-
pretations of oscillation parameters. In Fig. 3 we summarize
our main results as bounds and projections on the m� � ⌘�

plane assuming separately that � only affects solar (top panel)
and atmospheric oscillations (bottom panel).

2 Such an analysis would require a careful treatment of neutrino energy re-
constructions, a daunting task to anyone outside the experimental collabo-
rations.
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vacuum

7% effect

GK, Machado, Necib, 1705.06740  Phys. Rev. D

Couple Wavelike DM to Neutrinos
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FIG. 3. Viable parameter space for �-induced variations in the neutrino mass matrix in terms of ⌘� assuming that � affects only solar
oscillation parameters (top panel) or only atmospheric oscillation parameters (bottom panel). The upper left region labeled “⌧� > 10 min”
is the bound on anomalous periodicity in solar neutrino oscillations at Super-K/SNO [2] and the leftmost region labeled “⌧� > 10 years”
corresponds to scalar periods that are too long to have an observable effect in terrestrial experiments. In this regime, � is effectively a constant
background contribution to neutrino masses and mixings. The diagonal shaded region in both plots is the bound from energy loss in SN1987A
(see text and Appendix B). The dotted gray lines are the CMB bound on

P
i m⌫i < 0.23 eV if � constitutes all of the dark matter at the time of

recombination; the line moves between plots since the effect of coupling to light eigenstates (top panel) has less of an overall effect (see text).
The solid cyan (red) line labeled “T2K ✓23” (“Daya Bay ✓13”) indicates the current exclusion due to near maximal (minimal) measurement of
✓23 (✓13). Similarly, the solid blue line labeled “KamLAND �m2

21” is the existing bound from �m2
21 �-smearing. The dashed orange and

purple lines indicate the projected sensitivities for DUNE and JUNO, respectively. Note that each constraint depends on time variations only
on individual parameters as labeled (see text for details).

assumed the usual halo overdensity relation ⇢
�
� ⇠

105⇢�(z = 0).

� coupled to lighter eigenstates: In this regime, a sim-
ilar argument applies, but � now couples only to light
neutrinos with m1 ⇠ m2 ⇠

p
�m

2
21 ⇡ 0.008 eV. This

assumption translates into the requirement

⌘�(z = 0) ⌘

q
2⇢�

�

⇤m�
. 0.1 . (14)

However, the bounds in Eqs. (13) and (14) apply only
if � accounts for all of the dark matter at recombina-
tion; if it only constitutes a subdominant fraction of the

DM density, it need not be dynamical in the early uni-
verse, so the constraint no longer applies. In this work,
wherever the modulation effect exceeds these bounds,
we will assume that � oscillation begins after recombi-
nation.

• Solar neutrino periodicity: The observed temporal
stability of solar neutrino fluxes by Super-K imposes a
tight bound on neutrino mass variation over 10 min–10
year timescales [2, 29]. The period of � induced mass
variation in our setup is

⌧� =
2⇡

m�
' 10 min

✓
7 ⇥ 10�18 eV

m�

◆
, (15)

Effect likely also important for  ultra high energy and supernova  neutrinos 
Longer travel times and different energy profiles than terrestrial sources 

(accelerators + nuclear reactors) 

solid = excluded 
dashed = projection
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2

II. ULTRALIGHT DARK MATTER AND
PSEUDO-DIRAC NEUTRINOS

We consider a scalar DM candidate � with lepton num-
ber 2 and a cosmic abundance due to misalignment. In
Weyl fermion notation, the Lagrangian in this scenario
contains

L � y⌫H`N +
y�

2
�NN + h.c. , (5)

where y⌫ is the neutrino Yukawa coupling, H is the SM
Higgs doublet, ` is the SM lepton doublet, and N is a
SM neutral fermion, i.e. a right-handed neutrino. As we
will see next, the presence of a feeble interaction between
the scalar DM and the right-handed neutrino can have
dramatic e↵ects in neutrino oscillation phenomenology.

To understand the impact of � on neutrino oscillations,
it is instructive to describe the “1+1” scenario, in which
there is only one generation of ` and N . For simplicity,
assume that the active state here is an electron flavor
neutrino. In the broken electroweak phase, the first term
in Eq. (5) generates a Dirac mass of neutrinos. When
the � field is misaligned according to Eq. (2), the second
term in Eq. (5) generates a Majorana mass for N , so we
have

mD =
y⌫v
p
2

, mM =
y�

2
�(t) , (6)

for the Dirac and Majorana contributions, respectively,
where v = 246 GeV is the Higgs vacuum expectation
value. When mM ⌧ mD, we obtain two nearly degener-
ate neutrino mass-squared eigenstates

m
2
h,`

= m
2
D
±mDmM ⌘ m

2
⌫
±

1
2�m

2
, (7)

and we define �m
2
⌘ y�mD

p
2⇢�/m�, where

�m
2
⇡ 2⇥10�15eV2

⇣
y�

10�10

⌘✓10�15eV

m�

◆⇣
mD

0.1 eV

⌘
, (8)

for the splitting between Weyl fermions as opposed to the
usual �m

2
ij
measured in oscillation experiments; here we

have taken the local density to be ⇢
�
�

= 0.4 GeV/cm3

[19]. The active-sterile mixing angle in this case is

tan (2✓) =
2mD

mM

� 1 , (9)

which is nearly maximal, ✓ ⇡ ⇡/4 in our full parameter
space of interest.

The diagonalization of the mass terms in Eq. (6) is
obtained by defining the flavor fields in terms of the mass
eigenstates approximately as

|⌫ei =
1
p
2

�
|⌫hi+ |⌫`i

�
, (10)

|⌫si =
1
p
2

�
|⌫hi � |⌫`i

�
. (11)

The time evolution of a ⌫e state is given by

U(t)|⌫ei =
1
p
2


exp

✓
�

i

2E⌫

Z
t

0
dt

0
m

2
1(t

0)

◆
|⌫1i

+ exp

✓
�

i

2E⌫

Z
t

0
dt

0
m

2
2(t

0)

◆
|⌫2i

�
, (12)

which yields a ⌫e ! ⌫e survival probability

Pee(t) = |h⌫(t)|⌫ei|
2 = cos2

✓
1

4E⌫

Z
t

0
dt

0
�m

2(t0)

◆
. (13)

Using Eqs. (2) and (6) we obtain

1

2

Z
t

0
dt

0
�m

2(t0) =
y�mD

m�

p
2⇢�

Z
t

0
dt

0 cos (m�t
0 + ') ,

where we have absorbed the v� dependence in Eq. (2)
into the definition of ' for brevity. Thus, for a neutrino
emitted at t = 0 and observed at some later time t, the
resulting electron-neutrino disappearance probability can
be written as

1�Pee = sin2
(
mD

2E⌫

y�

p
2⇢�

m
2
�

✓
sin [m�t+ ']� sin'

◆)
, (14)

where we have treated the phase ' as a constant over the
propagation time.
Generalization for more neutrino flavors is straightfor-

ward and can be derived following similar steps as those
taken in Ref. [20]. Moreover, to simplify the discussion on
the constraints and because the electron-neutrino admix-
ture in ⌫3 is small (|Ue3| ⌧ 1), when � couples to ⌫1 or
⌫2 we will only consider nonstandard ⌫e disappearance,
while when � couples to ⌫3 we will only consider non-
standard ⌫µ,⌧ disappearance; in both regimes, we treat
the active-sterile oscillation in a two-flavor (active-sterile)
framework.
As written in Eq. (2), the phase ' need not be constant

over the full neutrino trajectory. Indeed, in the Galaxy,
virialization will disrupt any constant phase value down
to coherence patches of order the de-Broglie wavelength
in Eq. (1). Thus, the full oscillation probability will de-
pend crucially on the relative size of the oscillation base-
line and this coherence scale.
Finally, we note that our scalar mass is not protected

by any symmetry, so it will be sensitive to irreducible
one-loop corrections of order

�m� ⇠
y�mD

4⇡
⇠ 10�18 eV

⇣
y�

10�15

⌘⇣
mD

10meV

⌘
, (15)

from the interactions in Eq. (5). Thus, for small y� in the
pseudo-Dirac limit, this contribution does not destabilize
the ultralight scalar mass, assuming no � couplings to
heavier states.2

2
The operator kH

†
H|�|2 is also allowed by all symmetries and

can induce a large correction to m� if the coe�cient is not sup-

pressed. Exponential k ⌧ 1 suppression can be achieved in UV

models where H and � are localized on di↵erent branes in a

higher dimensional spacetime.
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II. ULTRALIGHT DARK MATTER AND
PSEUDO-DIRAC NEUTRINOS

We consider a scalar DM candidate � with lepton num-
ber 2 and a cosmic abundance due to misalignment. In
Weyl fermion notation, the Lagrangian in this scenario
contains

L � y⌫H`N +
y�

2
�NN + h.c. , (5)

where y⌫ is the neutrino Yukawa coupling, H is the SM
Higgs doublet, ` is the SM lepton doublet, and N is a
SM neutral fermion, i.e. a right-handed neutrino. As we
will see next, the presence of a feeble interaction between
the scalar DM and the right-handed neutrino can have
dramatic e↵ects in neutrino oscillation phenomenology.

To understand the impact of � on neutrino oscillations,
it is instructive to describe the “1+1” scenario, in which
there is only one generation of ` and N . For simplicity,
assume that the active state here is an electron flavor
neutrino. In the broken electroweak phase, the first term
in Eq. (5) generates a Dirac mass of neutrinos. When
the � field is misaligned according to Eq. (2), the second
term in Eq. (5) generates a Majorana mass for N , so we
have

mD =
y⌫v
p
2

, mM =
y�

2
�(t) , (6)

for the Dirac and Majorana contributions, respectively,
where v = 246 GeV is the Higgs vacuum expectation
value. When mM ⌧ mD, we obtain two nearly degener-
ate neutrino mass-squared eigenstates

m
2
h,`
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D
±mDmM ⌘ m
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, (7)

and we define �m
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for the splitting between Weyl fermions as opposed to the
usual �m

2
ij
measured in oscillation experiments; here we

have taken the local density to be ⇢
�
�

= 0.4 GeV/cm3

[19]. The active-sterile mixing angle in this case is

tan (2✓) =
2mD

mM

� 1 , (9)

which is nearly maximal, ✓ ⇡ ⇡/4 in our full parameter
space of interest.

The diagonalization of the mass terms in Eq. (6) is
obtained by defining the flavor fields in terms of the mass
eigenstates approximately as

|⌫ei =
1
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|⌫hi+ |⌫`i
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, (10)

|⌫si =
1
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The time evolution of a ⌫e state is given by
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which yields a ⌫e ! ⌫e survival probability
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2 = cos2
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where we have absorbed the v� dependence in Eq. (2)
into the definition of ' for brevity. Thus, for a neutrino
emitted at t = 0 and observed at some later time t, the
resulting electron-neutrino disappearance probability can
be written as

1�Pee = sin2
(
mD

2E⌫

y�

p
2⇢�

m
2
�

✓
sin [m�t+ ']� sin'

◆)
, (14)

where we have treated the phase ' as a constant over the
propagation time.
Generalization for more neutrino flavors is straightfor-

ward and can be derived following similar steps as those
taken in Ref. [20]. Moreover, to simplify the discussion on
the constraints and because the electron-neutrino admix-
ture in ⌫3 is small (|Ue3| ⌧ 1), when � couples to ⌫1 or
⌫2 we will only consider nonstandard ⌫e disappearance,
while when � couples to ⌫3 we will only consider non-
standard ⌫µ,⌧ disappearance; in both regimes, we treat
the active-sterile oscillation in a two-flavor (active-sterile)
framework.
As written in Eq. (2), the phase ' need not be constant

over the full neutrino trajectory. Indeed, in the Galaxy,
virialization will disrupt any constant phase value down
to coherence patches of order the de-Broglie wavelength
in Eq. (1). Thus, the full oscillation probability will de-
pend crucially on the relative size of the oscillation base-
line and this coherence scale.
Finally, we note that our scalar mass is not protected

by any symmetry, so it will be sensitive to irreducible
one-loop corrections of order

�m� ⇠
y�mD

4⇡
⇠ 10�18 eV

⇣
y�

10�15

⌘⇣
mD

10meV

⌘
, (15)

from the interactions in Eq. (5). Thus, for small y� in the
pseudo-Dirac limit, this contribution does not destabilize
the ultralight scalar mass, assuming no � couplings to
heavier states.2

2
The operator kH

†
H|�|2 is also allowed by all symmetries and

can induce a large correction to m� if the coe�cient is not sup-

pressed. Exponential k ⌧ 1 suppression can be achieved in UV

models where H and � are localized on di↵erent branes in a

higher dimensional spacetime.

Observables are deficits of active neutrinos correlated with DM background
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FIG. 1: Left: Parameter space for � coupled only to ⌫1 or ⌫2 mass eigenstates, which is predominantly constrained
⌫e oscillation bounds. Here we show bounds from CMB and BBN from Sec. V, Milky Way satellites from Sec. VB,
scalar thermalization with neutrinos from Sec. VC, solar neutrino oscillations from Sec. IVA, and model
independent limits on light DM from ultra faint dwarf (UFD) heating [17]. For points below the gray dotted line,
the � mediated force between right handed neutrinos is weaker than gravity, which is theoretically disfavored by the
weak gravity conjecture [18] Right: same as the left panel, only � now couples only to ⌫3, so the limits are driven
by ⌫µ,⌧ oscillations for which the solar bound is subdominant to the atmospheric bound described in Sec. IVB.

III. NEUTRINO OSCILLATION REGIMES

In what follows, we will consider three distinct regimes
for neutrino oscillations in the presence of the ultralight
scalar fields. These regimes arrive from the relation be-
tween the neutrino oscillation length and the modulation
frequency of � or the coherence length that defines the
overall phase '. Instead of performing a detailed fit of
experimental data, we will recast existing constraints on
pseudo-Dirac neutrinos from Ref. [21] on our parameters
of interest, y� andm�. As neutrinos are ultra-relativistic,
we identify t = L in Eq. (14).

A. Constant �: m�L . 1

In the low frequency m�L . 1 regime, the neutrino
encounters a constant phase ' domain over the course of
its propagation.

Expanding Eq. (14) around m�L ! 0 yields an oscil-
lation probability

1� Pee ⇡ sin2
✓

L

4E⌫

2y�mD

m�

p
2⇢� cos'

◆
. (16)

We can interpret this oscillation probability as follows.
Since the period of the field � is too long compared to
the neutrino time-of-flight, the pseudo-Dirac mass split-
ting induced by the field is constant for each neutrino.
Nevertheless, as an experiment collects data, the mass

splitting will evolve as the field � displays time modu-
lation. In practice, several neutrino experiments have a
high enough rate of events to observe time modulation
of oscillation probabilities with periods as short as 10
minutes, which would correspond to m� ⇠ 10�18 eV [3–
5, 12].
Since any small pseudo-Dirac mass splitting leads to

maximal mixing, time modulation of neutrino oscillation
probabilities due to � modulation would lead to large,
observable e↵ects on oscillation data.
Both constant and time dependent pseudo-Dirac mass

splittings would be ruled out by neutrino data if ob-
served, and can be used to set limits on the coupling
strength y� for a given m�. Since sterile neutrino os-
cillation constraints are typically reported as bounds on
�m

2, we can define an e↵ective mass-squared �m
2
e↵ by

equating the arguments of Eq. (4) and Eq. (16) to obtain

�m
2
e↵ ⌘

2y�mD

m�

p
2⇢� , (17)

assuming cos' ⇠ 1. Recasting pseudo-Dirac neutrino
limits on �m

2 in Eq. (17) allows to constrain

y� <
m�

2mD

�m
2
limp
2⇢�

, (18)

where we have identified �m
2
e↵ with the constrained value

�m
2
lim.
Note that, depending on context, ⇢� can either be the

cosmological DM density at a given cosmic era or the
present day local density.

Couple Wavelike DM to Right Handed Neutrinos

https://arxiv.org/abs/2205.06821


What’s the evidence for dark matter?

What can we deduce from first principles?

Overview

Wavelike       Particle-like       Macroscopic

What can we learn in new places?

Middleweight DM — e,g, WIMPs and their cousins



Electron Proton HiggsNeutrino EarthPlanck

Dark Sectors “Generalized WIMPs”
WIMPs

Particle-like dark sectors: WIMP-like features, broader mass range
DM is microscopic particle and new 5th force couples it to visible matter



Electron Proton HiggsNeutrino EarthPlanck

Dark Sectors “Generalized WIMPs”
WIMPs

Particle-like dark sectors: WIMP-like features, broader mass range
DM is microscopic particle and new 5th force couples it to visible matter

This mass range allows a thermal origin

Why is this an amazing feature?



Was DM ever in equilibrium with SM?

7

Was DM ever in thermal equilibrium with the SM?

no

Where did the DM entropy go?
stayed in the  
dark sector

SM(often under tension  
with BBN+CMB+LSS 

or requires non-standard cosmology)

How was the DM entropy transferred?

WIMP, Sub-GeV Relic,  
Asymmetric variants, …

How was it produced?

initial  
conditions

QCD axion,  
ALP,  

WIMPZILLA,  
late decays, 

primordial BH, …

ultra-weak  
contact with   

a thermal bath

freeze-in, 
sterile-neutrino, 
superWIMP, …

*UV insensitive

*economical 
*predictive

indirectly

✓

✓

DM

DM

SM

SM

➤

➤

➤

➤

or variants  
(co-annihilation,  

semi-annihilation, …)

yes

directly

Secluded, SIMP, ELDER,  
Asymmetric variants, …

✓

DM ➤

➤

➤

➤ + ➤

➤

➤

DM

DS

DS

DS

SM

SM

or variants  
(3 → 2, …)

✓ = missing momentum/visible decay

FIG. 2: The landscape of dark matter models, organized according to underlying principles and elementary
questions. Early universe thermodynamics offers an especially simple way of understanding the important
ways in which models are different, and how they relate to high-level questions about the origin of dark
matter. If dark and visible matter are equilibrated in the early universe, dark matter has a large (⇠ T 3)
entropy, which must be reduced or transferred to visible particles to avoid overproducing dark matter. Blue
checkmarks highlight branches for which we include representative models in this paper, as these often
involve invisible or visible decays of light mediators. The abbreviations DM, DS, and SM are shorthand for
dark matter, dark sector, and Standard Model particles, respectively. The red arrows indicate time flow for
DM/DS processes in the early universe.

where MPl ⇠ 10
18 GeV is the Planck mass. Once equilibrated, DM number and entropy densities

at early times are determined by the photon plasma temperature, nDM / sDM / T 3. Thus, unless
the forces mediating dark-visible interactions are extremely feeble – much weaker than the SM
electroweak force – DM equilibrates with the SM bath. In fact, this is often (but not always) a
natural outcome of demanding that these scenarios are testable in the laboratory. This fact has
several far-reaching, model-independent implications:

1) Insensitivity to Initial Conditions: Since the equilibrium DM distribution is set by
the temperature, its subsequent evolution is independent of earlier, unknown cosmological
epochs (e.g. inflation, baryogenesis).

2) Necessary Entropy Transfer: Without a mechanism to significantly reduce its thermal
abundance, the DM number density would be comparable to the relic photon and neutrino
number densities at late times. In this case, unless the DM is very light (. 10 eV and,
thus, unacceptably hot), its energy density would greatly exceed the measured value at late
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where MPl ⇠ 10
18 GeV is the Planck mass. Once equilibrated, DM number and entropy densities

at early times are determined by the photon plasma temperature, nDM / sDM / T 3. Thus, unless
the forces mediating dark-visible interactions are extremely feeble – much weaker than the SM
electroweak force – DM equilibrates with the SM bath. In fact, this is often (but not always) a
natural outcome of demanding that these scenarios are testable in the laboratory. This fact has
several far-reaching, model-independent implications:

1) Insensitivity to Initial Conditions: Since the equilibrium DM distribution is set by
the temperature, its subsequent evolution is independent of earlier, unknown cosmological
epochs (e.g. inflation, baryogenesis).

2) Necessary Entropy Transfer: Without a mechanism to significantly reduce its thermal
abundance, the DM number density would be comparable to the relic photon and neutrino
number densities at late times. In this case, unless the DM is very light (. 10 eV and,
thus, unacceptably hot), its energy density would greatly exceed the measured value at late
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Advantages of Accelerator Searches

DM produced with v~1 at accelerators:
Insensitive to model details
like spin or inelasticity

Slide: Nikita BlinovIzaguirre, GK Schuster, Toro 1505.00011 PRL
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FIG. 2: Comparison of sub-GeV DM thermal production targets in the direct
detection plane in terms of the electron cross section (left) and on the accelerator
plane in terms of the variable y (right). Since accelerator production mimics the
relativistic kinematics of the early universe, the corresponding signal strength is
never suppressed by velocity, spin, or small degrees of inelasticity, so the targets are
closer to experimentally accessible regions of parameter space. Note, however, that
direct detection sensitivity has a complementary enhancement for DM candidates
with Coulombic interactions, which are enhanced at low velocity.

fixed-target experiments are mainly sensitive to DM lighter than ⇠ 1/2 GeV, and
are complemented by Belle II, which will achieve sensitivity to the same thermal
milestones for ⇠ GeV DM masses. These experiments’ sensitivity projections are
illustrated in Fig. 3. This sensitivity is robust to many important model uncertain-
ties, such as varying dark-sector couplings and the DM to dark-photon mass ratio
(excepting a fine-tuned resonance-enhanced region).

Fig. 3 also highlights the DM-search capabilities of many other experimental con-
cepts outside the DMNI scope. The breadth of ideas within this program is important
for several reasons. The use of multiple complementary techniques will assure a ro-
bust program, and in the case of discovery the ability to measure dark sector masses
and interaction strengths. Multiple, complementary experiments are also important

DM produced with v~1 at accelerators
Signal insensitive to model details

(e.g. spin, inelasticity, P-dependence)
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FIG. 1: Schematic layout of an LDMX-like experiment. The missing momentum channel, in which most of
the beam energy and momentum is lost in a reaction occurring in a thin upstream target, is illustrated on the
left. The emitted particle either decays invisibly, e.g., to dark matter, or it is long-lived and decays outside
of the detector to SM final states. The visible displaced decay channel, in which a nearly full beam energy
electromagnetic shower occurs far beyond the range of normal showers in the ECAL, is illustrated on the
right. This signal is produced when a long-lived particle (LLP) decays far inside the detector, initiating a
displaced electromagnetic shower.

BaBar [19], Belle [20], or those at the LHC [21]. To see why this should be the case, it is worth
reviewing a few experimental aspects of LDMX, as this will help the reader understand later
sections of the paper.

LDMX is designed primarily to measure missing momentum in electron-nuclear fixed-target
collisions with a 4 GeV � 16 GeV electron beam, though the use of a muon beam has also been
suggested [6]. To facilitate this measurement, the beam options under consideration are all high
repetition rate (more than 40 MHz) and have a large beam spot (at least a few cm2). In this way,
an appreciable number of individual electrons can be separated and measured. The upstream part
of the detector consists of a silicon tracker inside a dipole magnet, the purpose of which is to tag
and measure the incoming momentum of each and every beam particle. The beam particles then
impact a thin (10%�30% of a radiation length) target. Tungsten is often the target considered. The
target region defines the location where potential signal reactions are measured. A silicon tracker
downstream of the target measures the recoil electron, and this is used to establish a measure of
the momentum transfer in the collision. Downstream of this system are both an electromagnetic
calorimeter (ECAL) and hadronic calorimeter (HCAL) designed to detect the presence of charged
and neutral particles.

The signal of DM or other invisible particle production is a large energy loss by the electron
(usually accompanied by sizable transverse momentum exchange), with no additional activity in
the downstream calorimeters beyond that expected by the soft recoiling electron. This defines
the missing momentum channel used in our studies, and a cartoon for a signal reaction of this
type is shown in the left panel of Fig. 1. This channel’s great strength is its inclusivity. LDMX’s
measurements in this channel will apply to a broad range of models over a range of mass extending
from ⇠ GeV to well below the keV-scale – this is shown in Secs. III and IV.

While the missing momentum channel forms the basis of the LDMX design, the instrumenta-
tion required for this measurement also enables a second, complementary search for penetrating
electromagnetic showers that occur far beyond the typical range of showers in the ECAL. Trigger-
ing on such events should be possible using energy deposition near the back of the ECAL or front
of the HCAL. This defines what we refer to as the visible displaced decay channel in this paper,
and a cartoon for a signal reaction is shown in the right panel of Fig. 1. An analogous displaced-
decay search has recently been performed by NA64 [22], but we emphasize that, unlike NA64, we
consider here a visible decay search with the unmodified LDMX detector. Relative to the missing
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FIG. 1: Schematic layout of an LDMX-like experiment. The missing momentum channel, in which most of
the beam energy and momentum is lost in a reaction occurring in a thin upstream target, is illustrated on the
left. The emitted particle either decays invisibly, e.g., to dark matter, or it is long-lived and decays outside
of the detector to SM final states. The visible displaced decay channel, in which a nearly full beam energy
electromagnetic shower occurs far beyond the range of normal showers in the ECAL, is illustrated on the
right. This signal is produced when a long-lived particle (LLP) decays far inside the detector, initiating a
displaced electromagnetic shower.

BaBar [19], Belle [20], or those at the LHC [21]. To see why this should be the case, it is worth
reviewing a few experimental aspects of LDMX, as this will help the reader understand later
sections of the paper.

LDMX is designed primarily to measure missing momentum in electron-nuclear fixed-target
collisions with a 4 GeV � 16 GeV electron beam, though the use of a muon beam has also been
suggested [6]. To facilitate this measurement, the beam options under consideration are all high
repetition rate (more than 40 MHz) and have a large beam spot (at least a few cm2). In this way,
an appreciable number of individual electrons can be separated and measured. The upstream part
of the detector consists of a silicon tracker inside a dipole magnet, the purpose of which is to tag
and measure the incoming momentum of each and every beam particle. The beam particles then
impact a thin (10%�30% of a radiation length) target. Tungsten is often the target considered. The
target region defines the location where potential signal reactions are measured. A silicon tracker
downstream of the target measures the recoil electron, and this is used to establish a measure of
the momentum transfer in the collision. Downstream of this system are both an electromagnetic
calorimeter (ECAL) and hadronic calorimeter (HCAL) designed to detect the presence of charged
and neutral particles.

The signal of DM or other invisible particle production is a large energy loss by the electron
(usually accompanied by sizable transverse momentum exchange), with no additional activity in
the downstream calorimeters beyond that expected by the soft recoiling electron. This defines
the missing momentum channel used in our studies, and a cartoon for a signal reaction of this
type is shown in the left panel of Fig. 1. This channel’s great strength is its inclusivity. LDMX’s
measurements in this channel will apply to a broad range of models over a range of mass extending
from ⇠ GeV to well below the keV-scale – this is shown in Secs. III and IV.

While the missing momentum channel forms the basis of the LDMX design, the instrumenta-
tion required for this measurement also enables a second, complementary search for penetrating
electromagnetic showers that occur far beyond the typical range of showers in the ECAL. Trigger-
ing on such events should be possible using energy deposition near the back of the ECAL or front
of the HCAL. This defines what we refer to as the visible displaced decay channel in this paper,
and a cartoon for a signal reaction is shown in the right panel of Fig. 1. An analogous displaced-
decay search has recently been performed by NA64 [22], but we emphasize that, unlike NA64, we
consider here a visible decay search with the unmodified LDMX detector. Relative to the missing
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Figure 2: a) ��̄ pair production in electron-nucleus collisions via the Cabibbo-Parisi
radiative process (with A

0 on- or o↵-shell) and b) � scattering o↵ an electron in the
detector.

vated for LDM which is safe from CMB constraints [3]. and has striking implications
for possible signatures at BDX.

2.1.2 Leptophilic A
0 and Dark Matter

A similar scenario involving a vector mediator arises from gauging the di↵erence
between electron and muon numbers under the abelian U(1)e�µ group. Instead of
kinetic mixing, the light vector particle here has direct couplings to SM leptonic
currents

A
0
�
J
�

SM
! gV A

0
µ

�
ē�

�
e + ⌫̄e�

�
⌫e � µ̄�

�
µ + ⌫̄µ�

�
⌫µ

�
, (7)

where gV is the gauge coupling of this model, which we normalize to the electric
charge, gV ⌘ ✏e and consider parameter space in terms of ✏, like in the case of kinetic
mixing. Note that here, the A

0 does not couple to SM quarks at tree level, but it
does couple to neutrinos, which carry electron or muon numbers. Note also that this
scenario is one of the few combinations of SM quantum numbers that can be gauged
without requiring additional field content. Assigning the DM e�µ number yields the
familiar gDA

0
�
J
�

DM interaction as in Eq. 1. Both of these variations can give rise to
thermal LDM as discussed above.

2.2 Muon Anomalous Magnetic Moment

It is well known that a light, sub-GeV scale gauge boson (either a kinetically mixed
dark photon, or a leptophilic gauge boson that couples to muons) can ameliorate the
⇠ 3.5� discrepancy between the theoretical prediction and experimental observation
of the muon’s anomalous magnetic moment [4]. Although there are many active
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FIG. 1: Schematic layout of an LDMX-like experiment. The missing momentum channel, in which most of
the beam energy and momentum is lost in a reaction occurring in a thin upstream target, is illustrated on the
left. The emitted particle either decays invisibly, e.g., to dark matter, or it is long-lived and decays outside
of the detector to SM final states. The visible displaced decay channel, in which a nearly full beam energy
electromagnetic shower occurs far beyond the range of normal showers in the ECAL, is illustrated on the
right. This signal is produced when a long-lived particle (LLP) decays far inside the detector, initiating a
displaced electromagnetic shower.

BaBar [19], Belle [20], or those at the LHC [21]. To see why this should be the case, it is worth
reviewing a few experimental aspects of LDMX, as this will help the reader understand later
sections of the paper.

LDMX is designed primarily to measure missing momentum in electron-nuclear fixed-target
collisions with a 4 GeV � 16 GeV electron beam, though the use of a muon beam has also been
suggested [6]. To facilitate this measurement, the beam options under consideration are all high
repetition rate (more than 40 MHz) and have a large beam spot (at least a few cm2). In this way,
an appreciable number of individual electrons can be separated and measured. The upstream part
of the detector consists of a silicon tracker inside a dipole magnet, the purpose of which is to tag
and measure the incoming momentum of each and every beam particle. The beam particles then
impact a thin (10%�30% of a radiation length) target. Tungsten is often the target considered. The
target region defines the location where potential signal reactions are measured. A silicon tracker
downstream of the target measures the recoil electron, and this is used to establish a measure of
the momentum transfer in the collision. Downstream of this system are both an electromagnetic
calorimeter (ECAL) and hadronic calorimeter (HCAL) designed to detect the presence of charged
and neutral particles.

The signal of DM or other invisible particle production is a large energy loss by the electron
(usually accompanied by sizable transverse momentum exchange), with no additional activity in
the downstream calorimeters beyond that expected by the soft recoiling electron. This defines
the missing momentum channel used in our studies, and a cartoon for a signal reaction of this
type is shown in the left panel of Fig. 1. This channel’s great strength is its inclusivity. LDMX’s
measurements in this channel will apply to a broad range of models over a range of mass extending
from ⇠ GeV to well below the keV-scale – this is shown in Secs. III and IV.

While the missing momentum channel forms the basis of the LDMX design, the instrumenta-
tion required for this measurement also enables a second, complementary search for penetrating
electromagnetic showers that occur far beyond the typical range of showers in the ECAL. Trigger-
ing on such events should be possible using energy deposition near the back of the ECAL or front
of the HCAL. This defines what we refer to as the visible displaced decay channel in this paper,
and a cartoon for a signal reaction is shown in the right panel of Fig. 1. An analogous displaced-
decay search has recently been performed by NA64 [22], but we emphasize that, unlike NA64, we
consider here a visible decay search with the unmodified LDMX detector. Relative to the missing
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FIG. 1: Schematic layout of an LDMX-like experiment. The missing momentum channel, in which most of
the beam energy and momentum is lost in a reaction occurring in a thin upstream target, is illustrated on the
left. The emitted particle either decays invisibly, e.g., to dark matter, or it is long-lived and decays outside
of the detector to SM final states. The visible displaced decay channel, in which a nearly full beam energy
electromagnetic shower occurs far beyond the range of normal showers in the ECAL, is illustrated on the
right. This signal is produced when a long-lived particle (LLP) decays far inside the detector, initiating a
displaced electromagnetic shower.

BaBar [19], Belle [20], or those at the LHC [21]. To see why this should be the case, it is worth
reviewing a few experimental aspects of LDMX, as this will help the reader understand later
sections of the paper.

LDMX is designed primarily to measure missing momentum in electron-nuclear fixed-target
collisions with a 4 GeV � 16 GeV electron beam, though the use of a muon beam has also been
suggested [6]. To facilitate this measurement, the beam options under consideration are all high
repetition rate (more than 40 MHz) and have a large beam spot (at least a few cm2). In this way,
an appreciable number of individual electrons can be separated and measured. The upstream part
of the detector consists of a silicon tracker inside a dipole magnet, the purpose of which is to tag
and measure the incoming momentum of each and every beam particle. The beam particles then
impact a thin (10%�30% of a radiation length) target. Tungsten is often the target considered. The
target region defines the location where potential signal reactions are measured. A silicon tracker
downstream of the target measures the recoil electron, and this is used to establish a measure of
the momentum transfer in the collision. Downstream of this system are both an electromagnetic
calorimeter (ECAL) and hadronic calorimeter (HCAL) designed to detect the presence of charged
and neutral particles.

The signal of DM or other invisible particle production is a large energy loss by the electron
(usually accompanied by sizable transverse momentum exchange), with no additional activity in
the downstream calorimeters beyond that expected by the soft recoiling electron. This defines
the missing momentum channel used in our studies, and a cartoon for a signal reaction of this
type is shown in the left panel of Fig. 1. This channel’s great strength is its inclusivity. LDMX’s
measurements in this channel will apply to a broad range of models over a range of mass extending
from ⇠ GeV to well below the keV-scale – this is shown in Secs. III and IV.

While the missing momentum channel forms the basis of the LDMX design, the instrumenta-
tion required for this measurement also enables a second, complementary search for penetrating
electromagnetic showers that occur far beyond the typical range of showers in the ECAL. Trigger-
ing on such events should be possible using energy deposition near the back of the ECAL or front
of the HCAL. This defines what we refer to as the visible displaced decay channel in this paper,
and a cartoon for a signal reaction is shown in the right panel of Fig. 1. An analogous displaced-
decay search has recently been performed by NA64 [22], but we emphasize that, unlike NA64, we
consider here a visible decay search with the unmodified LDMX detector. Relative to the missing
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Fixed-target experiments using primary electron beams can be powerful discovery tools
for light dark matter in the sub-GeV mass range. The Light Dark Matter eXperiment
(LDMX) is designed to measure missing momentum in high-rate electron fixed-target reac-
tions with beam energies of 4 GeV to 16 GeV. A prerequisite for achieving several important
sensitivity milestones is the capability to efficiently reject backgrounds associated with few-
GeV bremsstrahlung, while maintaining high efficiency for signal. The primary challenge
arises from events with photo-nuclear reactions faking the missing-momentum property of
a dark matter signal. We present a methodology developed for the LDMX detector con-
cept that is capable of the required rejection. By employing a detailed GEANT4-based
model of the detector response, we demonstrate that the sampling calorimetry proposed for
LDMX can achieve better than 10�13 rejection of few-GeV photons. This suggests that the
luminosity-limited sensitivity of LDMX can be realized at 4 GeV and higher beam energies.
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A fixed target LDM experiment

Beam Dump eXperiment: LDM direct detection in a e� beam, fixed-target setup1

� production
• High-energy, high-intensity e� beam impinging on a

dump
• � particles pair-produced radiatively, trough A� emission

(both on-shell or o�-shell).

� detection
• Detector placed behind the dump, O(10m)
• Neutral-current � scattering trough A� exchange,recoil

releasing visible energy
• Di�erent signals depending on the interaction (e�

elastic, p quasi-elastic,. . . )

Number of events scales as (on-shell): N � �D�
4

m4
A

1For a comprehensive introduction: E. Izaguirre et al, Phys. Rev. D 88, 114015
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FIG. 10: (Tim: The Keynote file is in the figures directory if more changes are desired.) Flow of
important background processes and their raw rates relative to the number of beam electrons incident on the
target.

FIG. 11: The longitudinal momentum reconstructed by the tagging tracker for a sample of 4 GeV beam
electrons. Excellent momentum resolution allows tight selection against any off-energy component in the
beam.

the recoil tracker, which is unlikely for a falsely reconstructed track. Again, backgrounds from
fakes are expected to be zero.

2. Electrons that do not interact in the target (Mans)

These electrons experience some straggling in the trackers and target, but do not lose appre-
ciable energy. These events feature a hard track through both trackers and typically include a
high-energy (⇡ 4 GeV) shower in the ECAL. Occasionally, such events may have lower energy
in the ECAL due to electronuclear or photonuclear interactions occurring during the shower de-
velopment in ECAL. (Philip: Ok, but won’t the recoil tracker also measure 4 GeV? So the
probability of both the recoil tracker and ECAL getting this wrong should be negligible,
even for 1E16 EOT, right?)

Background Rates Background Rates

LDMX Collaboration 1912.05535
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Figure 2. Experimental schematic (Need to fix this figure – it looks like you’re making two X

mediator particles, whereas the two lines here are the DM (or other invisible decay products)

we usually call �. This could be very confusing, so maybe we choose something other than X

for the mediator since the DM is always � –gk)

planned suite of electron scattering experiments in the next decade [], this model is an example
of a scenario to which direct-detection experiments are blind but which can be decisively tested
with fixed-target experiments.

We emphasize that Phase 1 is “shovel-ready” and can be completed with minimal modifications
to the Fermilab muon source and with only a few weeks of data taking. A null result would decisively
exclude any new physics explanation of the (g �2)µ anomaly from particles lighter than 1 GeV. Phase
2 is comparable to the CERN SPS proposal, and in this paper we focus specifically on the advantages
of pairing such an experiment with the lower-energy Fermilab muon beam, and the relevance of this
search to the thermal DM parameter space.

This paper is organized as follows. In section 2 we introduce our benchmark model; in section
3 we discuss the characteristics of signal production; in section 4 we describe the basic experimental
setup and relevant background processes; in section 5 we describe the necessary detector and beam
properties; in section 6 we describe our key findings; finally, in section 7 we o↵er some concluding
remarks.

2 Physics Motivation

In this section we present the physics motivation for a muon-specific mediator X. We begin by review-
ing the contributions of vector and scalar particles to (g �2)µ, and then present a concrete benchmark
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Figure 10. Parameter space for predictive thermal DM charged under U(1)Lµ�L⌧ , for DM charges near the

perturbativity limit (left) or smaller such that the (g�2)µ region overlaps with the thermal relic curves (right).

Here the relic abundance arises through direct annihilation to SM particles via s-channel Z0 exchange.The

vertical axis is the product of couplings that sets the relic abundance for a given choice of DM mass and spin

(see Appendix A). Also plotted are constraints from the neutrino trident process from the CCFR experiment

[6, 68] and projected limits from NA64 [11]. Note that there are also bounds onm� = O(MeV) from�Ne↵. that

arise from ��̄ ! ⌫⌫ annihilation during BBN; these bounds di↵er depending on the choice of DM candidate

spin [69, 70] and are not shown here. For the pure Dirac scenario, the annihilation process ��̄ ! µ+µ� is

s-wave, so this process is ruled out by CMB energy injection bounds for m� > mµ [52].

6.2 Phase 2: U(1)Lµ�L⌧ thermal DM sensitivity

Fig. 10 shows the target parameter space for thermal relic DM with a Lµ � L⌧ mediator. The vertical
axis plots the dimensionless variable y = g2

�g2
µ�⌧ (m�/mZ0)4 which controls the DM annihilation rate,

and the black curves represent the unique value of y for each m� which results in the correct DM relic
abundance (see appendix A), for DM a complex scalar, Majorana fermion, or (pseudo)-Dirac fermion
(see Sec. 2.3). The left panel shows the scenario g� = 1 near the perturbativity limit, which corresponds
to the weakest possible bounds on this model, while the right panel shows the case g� = 5 ⇥ 10�2. In
the latter case, there is a region of parameter space compatible with both thermal dark matter and
(g � 2)µ, which can be probed by Phase 1, with the entire viable parameter space for thermal DM
probed by Phase 2.4 Even for the pessimistic case g� = 1, a large portion of the parameter space is
accessible to Phase 2. We emphasize that muon beam experiments like M3 are the only terrestrial
experiments which can probe such a muon-philic model of DM; direct detection signals are absent,
and high-energy collider production cross sections are too small.

Intriguingly, we also find that both Phase 1 and Phase 2 have sensitivity to a class of DM expla-
nations for the ⇠ 3.8� anomaly reported by the EDGES collaboration [72]. It has been shown that
a ⇠ 1% subcomponent of DM with a QED millicharge of order ⇠ 10�3e can cool the SM gas tem-
perature at redshift z ⇠ 20 and thereby account for the magnitude of the observed absorption feature
[73]. However, Ref. [74] pointed out that such a scenario generically requires dark forces to deplete
the millicharge abundance in the early universe to account for the ⇠ 1% fraction needed to resolve

4
See also [71] for other models relating thermal DM to (g � 2)µ.
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Zeptonewton force sensing with nanospheres in an optical lattice

Gambhir Ranjit, Mark Cunningham, Kirsten Casey, Andrew A. Geraci⇤

Department of Physics, University of Nevada, Reno, Reno NV, USA
(Dated: March 10, 2016)

Optically trapped nanospheres in high-vaccum experience little friction and hence are promising
for ultra-sensitive force detection. Here we demonstrate measurement times exceeding 105 seconds
and zeptonewton force sensitivity with laser-cooled silica nanospheres trapped in an optical lattice.
The sensitivity achieved exceeds that of conventional room-temperature solid-state force sensors by
over an order of magnitude, and enables a variety of applications including electric field sensing,
inertial sensing, and gravimetry. The particle is confined at the anti-nodes of the optical standing
wave, and by studying the motion of a particle which has been moved to an adjacent trapping site,
the known spacing of the anti-nodes can be used to calibrate the displacement spectrum of the
particle. Finally, we study the dependence of the trap stability and lifetime on the laser intensity
and gas pressure, and examine the heating rate of the particle in vacuum without feedback cooling.

PACS numbers: 42.50.Wk,07.10.Cm,07.10.Pz

Sub-attonewton force sensing facilitates a variety of ap-
plications including magnetic resonance force microscopy
[1], tests of gravitational physics at short range [2, 3],
investigations of surface forces including the Casimir
e↵ect [4], as well as inertial sensing [5]. State-of-
the-art resonant solid state mechanical sensors such as
micro-cantilevers, nano-membranes, and nanotubes typ-
ically operate in a cryogenic environment to improve
their thermal-noise limited force sensitivity. Room-
temperature solid-state sensors have achieved sensitivity
in the ⇠ 10�100 aN/Hz1/2 range [6–10], while cryogenic
nanotube mechanical oscillators have recently achieved
⇠ 10 zN/Hz1/2 [11]. The excellent environmental de-
coupling of optically levitated mechanical systems [12–
17, 19] in high vacuum can allow such systems to achieve
similar or better force sensitivity at room temperature
[17, 18, 20]. However, a challenge has been the optical
confinement of such particles under high vacuum [18, 21–
23], in particular in standing-wave optical traps [16, 24].

In this paper we describe robust optical trapping of
300 nm silica nanospheres in an optical lattice at high
vacuum, where particles can be trapped indefinitely over
several days. The optical potential allows the particle to
be confined in a number of possible trapping sites. By
perturbing the system with a laser, we are able to trans-
fer the particle between di↵erent trap anti-nodes, which
shows promise for sensing experiments where the particle
position must be adjusted and controlled precisely [3]. By
studying the motion of a particle which has been moved
to an adjacent trapping site, the known spacing of the
lattice anti-nodes can also serve as a ruler to calibrate
the displacement spectrum of the particle. While elec-
tric fields can be used to calibrate the force sensitivity of
charged microspheres [23, 25], the standing wave method
can be a useful calibration tool for neutral objects, which
are applicable for a variety of experiments where charge
can produce unwanted backgrounds. We find that for
a charged particle the standing-wave method produces

results consistent with the electric field method.

Using active-feedback laser cooling in three dimen-
sions, we demonstrate cooling of the center of mass mo-
tion to ⇠ 400 mK at a pressure of 5⇥10�6 Torr, resulting
in a force sensitivity of 1.6 aN/Hz1/2. The system per-
mits time-averaged measurements over long integration
times, and we demonstrate force sensing at the 6 zN level.
Due to the reduced particle size and improved imaging
and feedback cooling, these results are more than two
orders of magnitude more sensitive that those previously
reported by our group using 3 µm particles in a dual-
beam optical dipole trap [23].

Finally, we study the dependence of the trap stability
and lifetime on laser intensity and background gas pres-
sure, and measure the heating rate of the particle in high
vacuum in the absence of optical feedback cooling. We
find stable trapping for a range of intensities that are lim-
ited by the trapping depth on one hand and the internal
heating of the particle on the other.

In addition to force sensing applications, stable op-
tically trapped nanospheres at high vacuum are also
promising for quantum information science [12, 13],
tests of classical and quantum thermodynamics [22],
testing quantum superpositions [26–28], quantum opto-
mechanics with hybrid systems [29], matter wave inter-
ferometers [30–34], and gravitational wave detection [35].

Experimental Setup. A schematic of the experimental
setup is shown in Fig. 1. A 300 nm fused silica sphere
is trapped using two equal-power counter-propagating
beams formed by splitting a 1064 nm laser beam with
a polarizing cube beam splitter. The beam foci are o↵set
axially by 75 µm. The trap is initially operated with a
total power of 2.2 W and a waist size of approximately
8 µm, and the trap is loaded by vibrating a glass sub-
strate to aerosolize beads under 5 � 10 Torr of N2 gas,
which provides su�cient damping to slow and capture
the particles. More detail of the vacuum system has been
previously described in Ref. [23].
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cooling, the temperature in Eq. 1 becomes Te↵ and the
damping rate �e↵ includes the e↵ect of the cooling laser.

We perform force measurements in the x�direction.
Data for the bead position and a reference signal (typi-
cally at 9 kHz) are recorded with a sampling rate of 125
kHz. Fig. 2 shows a typical displacement spectral den-
sity in the x�direction of a bead held at low vacuum of
2 Torr with no feedback cooling applied, and a spectrum
at high vacuum (HV) of 5 ⇥ 10�6 Torr with feedback
cooling. At 2 Torr we observe an x-resonant frequency
of 2830 Hz and gas damping rate of approximately 1.4
kHz. In the orthogonal directions (y�, z�) (not shown)
resonance frequencies of (3410, 7300) Hz are observed, re-
spectively. At HV, a Lorentzian fit to the data reveals
cooling of the center of mass motion to 460 ± 60 mK,
with a damping rate of 460 ± 49 Hz in the x� direc-
tion. CM motion in the y� and z� directions are cooled
to temperatures of 610 ± 190 mK and 7.9 ± 3 K, with
damping rates of approximately 1.3 kHz and 1 kHz, re-
spectively. The frequencies of the peaks are shifted when
feedback cooling is applied due to the optical spring ef-
fect that occurs if the feedback phase is not precisely 90
degrees. The force sensitivity in the x�direction corre-

sponds to S1/2
F,x = 1.63 ± 0.37 aN/Hz1/2, with the error

dominated by the uncertainty in the particle size. The
lowest attainable temperature appears to be limited by
noise in the QPD imaging electronics and trapping laser.
The expected sensitivity at this pressure would be ap-
proximately ⇠ 10 times better in the absence of laser
noise and cross-talk between feedback channels.

In the absence of an applied force, we expect the signal
due to thermal noise to average down as b1/2. This be-
havior is shown in Fig. 2 for averaging times exceeding
105 seconds. Force sensing at the level of 5.8± 1.3 zN is
achievable at this timescale. Also shown is the calculated
Fmin using the measured parameters for Te↵ , !0, and �e↵ ,
which agree with measured data within uncertainty. We
find that approximately 90% of the beads trapped have
zero electric charge; the remaining beads tend to have
only 1 or 2 excess electrons. Data are shown for charged
(1e�, 2e�) and uncharged beads in Fig. 2 for a known
applied electric field. The expected force for a charge of
1 (2) electrons is shown as a dotted line in Fig. 2. An in-
dependent calibration can be achieved by comparing the
spectra of the beads after they have been transported to
adjacent trapping sites in the optical lattice, as discussed
previously. The determined calibration factors are con-
sistent in each case within experimental uncertainty.

IV. TRAP STABILITY AND LIFETIME

In the absence of applied feedback cooling, the particle
is lost from the trap as the pressure is dropped below the
10 mTorr range. Fig. 3a illustrates statistics for the typ-
ical trap loss pressure for beads without feedback cooling
applied, as a function of trapping laser intensity, along
with previous data obtained for 3 µm diameter beads [23].

FIG. 2: (Color Online) Measured force on a bead as a func-
tion of averaging time at 2 Torr and 5 ⇥ 10�6 Torr (HV)
for charged and uncharged beads, while driving with a sinu-
soidally varying electric field of 1 kV/m. (inset) Measured
x� displacement spectrum of a 300 nm sphere at 2 Torr and
HV with feedback cooling applied. Lorentzian fits indicate
cooling to 460 mK at HV.

Following a similar analysis to that presented in Ref. [23],
we find that radiometric forces may also be a likely loss
mechanism for the smaller beads. The expected temper-
ature gradient across the sphere is significantly reduced
for the 300 nm sphere however, consistent with the lower
loss pressures. Once HV is attained, we can reduce the
optical feedback cooling rate by over an order of magni-
tude compared with what is used while pumping from 2
Torr to HV, and maintain the trap stability. This sug-
gests that gas collisions play a role in the loss mechanism
around ⇠ 10 mTorr. While larger beads tend to be lost
at higher pressures for increasing intensity, the 300 nm
beads tend to get lost at higher pressures for decreasing
intensity. This di↵erence may be due to the reduced trap
depth for the smaller particles.
The trap lifetime at high vacuum at intensities around

1010 W/m2 is typically indefinite over several days, how-
ever at higher intensity we notice an exponential reduc-
tion of lifetime with increasing laser power, as shown in
Fig. 3c. The estimated timescale to reach thermal equi-
librium in each case is less than 1 s, as shown in Fig. 3d,
despite lifetimes ranging from minutes to a few hours.
Here we consider a range of possible values for the imag-
inary permittivity ✏2, varying from the bulk silica value
✏2 = 2.5⇥ 10�7 [36] up to ✏2 = 10�6, an upper bound we
infer from holding particles for several seconds at inten-
sities above 2⇥ 1010 W/m2 without particle evaporation
or loss. The exact loss mechanism shown in Fig. 3c is
uncertain. A process whereby the particle may undergo
annealing or a glass-crystalline transition after remaining
at an elevated temperature for a significant time could be
responsible for loss if the new phase has higher absorp-
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FIG. 1: (Color Online) (a) A standing-wave trap for 300
nm beads is formed using counter-propagating 1064 nm laser
beams focused at nearly the same spatial location. Active
feedback cooling is performed using 780 nm lasers (shown as
green) in 3 dimensions. (b) Calculated optical force along
the z�axis assuming total power of 2.2 W, waist of 8 µm,
and a 0.2% intensity modulation due to interference from the
counter-propagating beam, corresponding well with the mea-
sured trap frequencies. (c) Time-trace for 1 s of particle mo-
tion in the axial direction at P = 2 Torr. When subject to
an applied sinusoidal optical force, the particle hops to an
adjacent trapping site as a result of the perturbation. Dotted
lines indicate expected antinode spacing.

loaded by vibrating a glass substrate to aerosolize beads
under 5 � 10 Torr of N2 gas, which provides su�cient
damping to slow and capture the particles. More detail
of the vacuum system has been previously described in
Ref. [23].

The polarizing cube beam splitter transmits approxi-
mately 1.5 percent of the p-polarized laser power along
the s-beam path due to imperfect polarization separa-
tion. This p-polarized component can interfere with the
anti-parallel p-polarized beam to create a standing wave
potential, as illustrated in Fig. 1b. The optical poten-
tial results from the superposition of the scattering and
dipole forces from the beams and includes a modulation
produced by the interference. The intensity modulation
depends on the coherence length of the laser as well as
the purity of the beam polarizations.

The position of the nanosphere is measured by imaging
the scattered light from the nanosphere onto two quad-
rant photodetectors (QPDs). We define the “axial” or z�
axis in the direction of the dipole trap beams, and the
“horizontal” or x� axis is perpendicular to both the ver-

tical and axial axes. The axial-horizontal (vertical) mo-
tion is measured using QPD 1 (2). The position signals
from the QPDs are phase shifted by 90 degrees to provide
a signal proportional to the bead’s instantaneous veloc-
ity using either a derivative or phase shifter circuit. The
phase shifted signals are used to adjust the RF ampli-
tude of three acoustic optical modulators (AOMs), which
modulate the intensity of a 780 nm laser beam to provide
a velocity-dependent optical damping force in each direc-
tion. Such feedback has proven necessary for maintaining
the particle in the trap while pumping to high-vacuum.
The feedback light is focused onto the sphere using a lens
outside of the vacuum chamber in the horizontal direc-
tion, one of the dipole trap lenses for the axial direction,
and an in-vacuum lens for the vertical direction.
Prior to pumping to high vacuum, the center-of-mass

temperature as derived from the position spectrum of the
beads is largely independent of pressure and trap laser
power for su�ciently high pressure and su�ciently low
laser intensity. We can thus assume the bead is in ther-
mal equilibrium with the background gas at and above
2 Torr. This allows us to determine a scale factor to
convert the quadrant photodetector voltage into a dis-
placement. From this conversion factor we can deduce
the force sensitivity of the bead at lower vacuum con-
ditions. As a check of the scale factor, the bead can be
transferred between adjacent trapping sites by applying a
perturbation with a laser. In this case we utilize the feed-
back cooling laser in a driving mode. In Fig. 1c we show
the time trace of a bead subject to a perturbation which
causes it to transition between adjacent trapping sites.
A calibration is made possible using the half-wavelength
spacing of the trap antinodes, along the axial direction
of the trap. From the fit to thermal spectra, the mea-
sured displacement of this transition is 514 ± 43 nm, in
reasonable agreement with the expected value of 532 nm.

III. FORCE MEASUREMENT

At high vacuum, time-averaged sub-aN force measure-
ments can be performed. The minimum force detectable
for a harmonic oscillator in thermal equilibrium with a
bath at temperature T is

Fmin = S1/2
F b1/2 =

s
4kBTbk

!0Q
(1)

where b is the measurement bandwidth, S1/2
F is the

thermal-noise force spectral density , k is the spring con-
stant of the oscillator, kB is Boltzmann’s constant, w0

is the resonance frequency, and Q is the quality fac-
tor. In the absence of laser cooling, Eq. 1 can be writ-
ten for a nanosphere as Fmin =

p
4kBTm�Mb where

�M = 16P/(⇡⇢vr) is the damping coe�cient of the sur-
rounding gas, v is the mean speed of the gas, m is the
mass of the sphere, ⇢ is its density, r is its radius, and P
is the pressure. For a sphere cooled with laser feedback
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for ultra-sensitive force detection. Here we demonstrate measurement times exceeding 105 seconds
and zeptonewton force sensitivity with laser-cooled silica nanospheres trapped in an optical lattice.
The sensitivity achieved exceeds that of conventional room-temperature solid-state force sensors by
over an order of magnitude, and enables a variety of applications including electric field sensing,
inertial sensing, and gravimetry. The particle is confined at the anti-nodes of the optical standing
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particle. Finally, we study the dependence of the trap stability and lifetime on the laser intensity
and gas pressure, and examine the heating rate of the particle in vacuum without feedback cooling.
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I. INTRODUCTION

Sub-attonewton force sensing facilitates a variety of ap-
plications including magnetic resonance force microscopy
[1], tests of gravitational physics at short range [2, 3],
investigations of surface forces including the Casimir
e↵ect [4], as well as inertial sensing [5]. State-of-
the-art resonant solid state mechanical sensors such as
micro-cantilevers, nano-membranes, and nanotubes typ-
ically operate in a cryogenic environment to improve
their thermal-noise limited force sensitivity. Room-
temperature solid-state sensors have achieved sensitivity
in the ⇠ 10�100 aN/Hz1/2 range [6–10], while cryogenic
nanotube mechanical oscillators have recently achieved
⇠ 10 zN/Hz1/2 [11]. The excellent environmental de-
coupling of optically levitated mechanical systems [12–
17, 19] in high vacuum can allow such systems to achieve
similar or better force sensitivity at room temperature
[17, 18, 20]. However, a challenge has been the optical
confinement of such particles under high vacuum [18, 21–
23], in particular in standing-wave optical traps [16, 24].

In this paper we describe robust optical trapping of
300 nm silica nanospheres in an optical lattice at high
vacuum, where particles can be trapped indefinitely over
several days. The optical potential allows the particle to
be confined in a number of possible trapping sites. By
perturbing the system with a laser, we are able to trans-
fer the particle between di↵erent trap anti-nodes, which
shows promise for sensing experiments where the particle
position must be adjusted and controlled precisely [3]. By
studying the motion of a particle which has been moved
to an adjacent trapping site, the known spacing of the
lattice anti-nodes can also serve as a ruler to calibrate
the displacement spectrum of the particle. While elec-
tric fields can be used to calibrate the force sensitivity of
charged microspheres [23, 25], the standing wave method

⇤ageraci@unr.edu

can be a useful calibration tool for neutral objects, which
are applicable for a variety of experiments where charge
can produce unwanted backgrounds. We find that for
a charged particle the standing-wave method produces
results consistent with the electric field method.
Using active-feedback laser cooling in three dimen-

sions, we demonstrate cooling of the center of mass mo-
tion to ⇠ 400 mK at a pressure of 5⇥10�6 Torr, resulting
in a force sensitivity of 1.6 aN/Hz1/2. The system per-
mits time-averaged measurements over long integration
times, and we demonstrate force sensing at the 6 zN level.
Due to the reduced particle size and improved imaging
and feedback cooling, these results are more than two
orders of magnitude more sensitive that those previously
reported by our group using 3 µm particles in a dual-
beam optical dipole trap [23].
Finally, we study the dependence of the trap stability

and lifetime on laser intensity and background gas pres-
sure, and measure the heating rate of the particle in high
vacuum in the absence of optical feedback cooling. We
find stable trapping for a range of intensities that are lim-
ited by the trapping depth on one hand and the internal
heating of the particle on the other.
In addition to force sensing applications, stable op-

tically trapped nanospheres at high vacuum are also
promising for quantum information science [12, 13],
tests of classical and quantum thermodynamics [22],
testing quantum superpositions [26–28], quantum opto-
mechanics with hybrid systems [29], matter wave inter-
ferometers [30–34], and gravitational wave detection [35].

II. EXPERIMENTAL SETUP

A schematic of the experimental setup is shown in Fig.
1. A 300 nm fused silica sphere is trapped using two
equal-power counter-propagating beams formed by split-
ting a 1064 nm laser beam with a polarizing cube beam
splitter. The beam foci are o↵set axially by 75 µm. The
trap is initially operated with a total power of 2.2 W
and a waist size of approximately 8 µm, and the trap is
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cooling, the temperature in Eq. 1 becomes Te↵ and the
damping rate �e↵ includes the e↵ect of the cooling laser.

We perform force measurements in the x�direction.
Data for the bead position and a reference signal (typi-
cally at 9 kHz) are recorded with a sampling rate of 125
kHz. Fig. 2 shows a typical displacement spectral den-
sity in the x�direction of a bead held at low vacuum of
2 Torr with no feedback cooling applied, and a spectrum
at high vacuum (HV) of 5 ⇥ 10�6 Torr with feedback
cooling. At 2 Torr we observe an x-resonant frequency
of 2830 Hz and gas damping rate of approximately 1.4
kHz. In the orthogonal directions (y�, z�) (not shown)
resonance frequencies of (3410, 7300) Hz are observed, re-
spectively. At HV, a Lorentzian fit to the data reveals
cooling of the center of mass motion to 460 ± 60 mK,
with a damping rate of 460 ± 49 Hz in the x� direc-
tion. CM motion in the y� and z� directions are cooled
to temperatures of 610 ± 190 mK and 7.9 ± 3 K, with
damping rates of approximately 1.3 kHz and 1 kHz, re-
spectively. The frequencies of the peaks are shifted when
feedback cooling is applied due to the optical spring ef-
fect that occurs if the feedback phase is not precisely 90
degrees. The force sensitivity in the x�direction corre-

sponds to S1/2
F,x = 1.63 ± 0.37 aN/Hz1/2, with the error

dominated by the uncertainty in the particle size. The
lowest attainable temperature appears to be limited by
noise in the QPD imaging electronics and trapping laser.
The expected sensitivity at this pressure would be ap-
proximately ⇠ 10 times better in the absence of laser
noise and cross-talk between feedback channels.

In the absence of an applied force, we expect the signal
due to thermal noise to average down as b1/2. This be-
havior is shown in Fig. 2 for averaging times exceeding
105 seconds. Force sensing at the level of 5.8± 1.3 zN is
achievable at this timescale. Also shown is the calculated
Fmin using the measured parameters for Te↵ , !0, and �e↵ ,
which agree with measured data within uncertainty. We
find that approximately 90% of the beads trapped have
zero electric charge; the remaining beads tend to have
only 1 or 2 excess electrons. Data are shown for charged
(1e�, 2e�) and uncharged beads in Fig. 2 for a known
applied electric field. The expected force for a charge of
1 (2) electrons is shown as a dotted line in Fig. 2. An in-
dependent calibration can be achieved by comparing the
spectra of the beads after they have been transported to
adjacent trapping sites in the optical lattice, as discussed
previously. The determined calibration factors are con-
sistent in each case within experimental uncertainty.

IV. TRAP STABILITY AND LIFETIME

In the absence of applied feedback cooling, the particle
is lost from the trap as the pressure is dropped below the
10 mTorr range. Fig. 3a illustrates statistics for the typ-
ical trap loss pressure for beads without feedback cooling
applied, as a function of trapping laser intensity, along
with previous data obtained for 3 µm diameter beads [23].

FIG. 2: (Color Online) Measured force on a bead as a func-
tion of averaging time at 2 Torr and 5 ⇥ 10�6 Torr (HV)
for charged and uncharged beads, while driving with a sinu-
soidally varying electric field of 1 kV/m. (inset) Measured
x� displacement spectrum of a 300 nm sphere at 2 Torr and
HV with feedback cooling applied. Lorentzian fits indicate
cooling to 460 mK at HV.

Following a similar analysis to that presented in Ref. [23],
we find that radiometric forces may also be a likely loss
mechanism for the smaller beads. The expected temper-
ature gradient across the sphere is significantly reduced
for the 300 nm sphere however, consistent with the lower
loss pressures. Once HV is attained, we can reduce the
optical feedback cooling rate by over an order of magni-
tude compared with what is used while pumping from 2
Torr to HV, and maintain the trap stability. This sug-
gests that gas collisions play a role in the loss mechanism
around ⇠ 10 mTorr. While larger beads tend to be lost
at higher pressures for increasing intensity, the 300 nm
beads tend to get lost at higher pressures for decreasing
intensity. This di↵erence may be due to the reduced trap
depth for the smaller particles.
The trap lifetime at high vacuum at intensities around

1010 W/m2 is typically indefinite over several days, how-
ever at higher intensity we notice an exponential reduc-
tion of lifetime with increasing laser power, as shown in
Fig. 3c. The estimated timescale to reach thermal equi-
librium in each case is less than 1 s, as shown in Fig. 3d,
despite lifetimes ranging from minutes to a few hours.
Here we consider a range of possible values for the imag-
inary permittivity ✏2, varying from the bulk silica value
✏2 = 2.5⇥ 10�7 [36] up to ✏2 = 10�6, an upper bound we
infer from holding particles for several seconds at inten-
sities above 2⇥ 1010 W/m2 without particle evaporation
or loss. The exact loss mechanism shown in Fig. 3c is
uncertain. A process whereby the particle may undergo
annealing or a glass-crystalline transition after remaining
at an elevated temperature for a significant time could be
responsible for loss if the new phase has higher absorp-
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FIG. 1: (Color Online) (a) A standing-wave trap for 300
nm beads is formed using counter-propagating 1064 nm laser
beams focused at nearly the same spatial location. Active
feedback cooling is performed using 780 nm lasers (shown as
green) in 3 dimensions. (b) Calculated optical force along
the z�axis assuming total power of 2.2 W, waist of 8 µm,
and a 0.2% intensity modulation due to interference from the
counter-propagating beam, corresponding well with the mea-
sured trap frequencies. (c) Time-trace for 1 s of particle mo-
tion in the axial direction at P = 2 Torr. When subject to
an applied sinusoidal optical force, the particle hops to an
adjacent trapping site as a result of the perturbation. Dotted
lines indicate expected antinode spacing.

loaded by vibrating a glass substrate to aerosolize beads
under 5 � 10 Torr of N2 gas, which provides su�cient
damping to slow and capture the particles. More detail
of the vacuum system has been previously described in
Ref. [23].

The polarizing cube beam splitter transmits approxi-
mately 1.5 percent of the p-polarized laser power along
the s-beam path due to imperfect polarization separa-
tion. This p-polarized component can interfere with the
anti-parallel p-polarized beam to create a standing wave
potential, as illustrated in Fig. 1b. The optical poten-
tial results from the superposition of the scattering and
dipole forces from the beams and includes a modulation
produced by the interference. The intensity modulation
depends on the coherence length of the laser as well as
the purity of the beam polarizations.

The position of the nanosphere is measured by imaging
the scattered light from the nanosphere onto two quad-
rant photodetectors (QPDs). We define the “axial” or z�
axis in the direction of the dipole trap beams, and the
“horizontal” or x� axis is perpendicular to both the ver-

tical and axial axes. The axial-horizontal (vertical) mo-
tion is measured using QPD 1 (2). The position signals
from the QPDs are phase shifted by 90 degrees to provide
a signal proportional to the bead’s instantaneous veloc-
ity using either a derivative or phase shifter circuit. The
phase shifted signals are used to adjust the RF ampli-
tude of three acoustic optical modulators (AOMs), which
modulate the intensity of a 780 nm laser beam to provide
a velocity-dependent optical damping force in each direc-
tion. Such feedback has proven necessary for maintaining
the particle in the trap while pumping to high-vacuum.
The feedback light is focused onto the sphere using a lens
outside of the vacuum chamber in the horizontal direc-
tion, one of the dipole trap lenses for the axial direction,
and an in-vacuum lens for the vertical direction.
Prior to pumping to high vacuum, the center-of-mass

temperature as derived from the position spectrum of the
beads is largely independent of pressure and trap laser
power for su�ciently high pressure and su�ciently low
laser intensity. We can thus assume the bead is in ther-
mal equilibrium with the background gas at and above
2 Torr. This allows us to determine a scale factor to
convert the quadrant photodetector voltage into a dis-
placement. From this conversion factor we can deduce
the force sensitivity of the bead at lower vacuum con-
ditions. As a check of the scale factor, the bead can be
transferred between adjacent trapping sites by applying a
perturbation with a laser. In this case we utilize the feed-
back cooling laser in a driving mode. In Fig. 1c we show
the time trace of a bead subject to a perturbation which
causes it to transition between adjacent trapping sites.
A calibration is made possible using the half-wavelength
spacing of the trap antinodes, along the axial direction
of the trap. From the fit to thermal spectra, the mea-
sured displacement of this transition is 514 ± 43 nm, in
reasonable agreement with the expected value of 532 nm.

III. FORCE MEASUREMENT

At high vacuum, time-averaged sub-aN force measure-
ments can be performed. The minimum force detectable
for a harmonic oscillator in thermal equilibrium with a
bath at temperature T is

Fmin = S1/2
F b1/2 =

s
4kBTbk

!0Q
(1)

where b is the measurement bandwidth, S1/2
F is the

thermal-noise force spectral density , k is the spring con-
stant of the oscillator, kB is Boltzmann’s constant, w0

is the resonance frequency, and Q is the quality fac-
tor. In the absence of laser cooling, Eq. 1 can be writ-
ten for a nanosphere as Fmin =

p
4kBTm�Mb where

�M = 16P/(⇡⇢vr) is the damping coe�cient of the sur-
rounding gas, v is the mean speed of the gas, m is the
mass of the sphere, ⇢ is its density, r is its radius, and P
is the pressure. For a sphere cooled with laser feedback
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for ultra-sensitive force detection. Here we demonstrate measurement times exceeding 105 seconds
and zeptonewton force sensitivity with laser-cooled silica nanospheres trapped in an optical lattice.
The sensitivity achieved exceeds that of conventional room-temperature solid-state force sensors by
over an order of magnitude, and enables a variety of applications including electric field sensing,
inertial sensing, and gravimetry. The particle is confined at the anti-nodes of the optical standing
wave, and by studying the motion of a particle which has been moved to an adjacent trapping site,
the known spacing of the anti-nodes can be used to calibrate the displacement spectrum of the
particle. Finally, we study the dependence of the trap stability and lifetime on the laser intensity
and gas pressure, and examine the heating rate of the particle in vacuum without feedback cooling.
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I. INTRODUCTION

Sub-attonewton force sensing facilitates a variety of ap-
plications including magnetic resonance force microscopy
[1], tests of gravitational physics at short range [2, 3],
investigations of surface forces including the Casimir
e↵ect [4], as well as inertial sensing [5]. State-of-
the-art resonant solid state mechanical sensors such as
micro-cantilevers, nano-membranes, and nanotubes typ-
ically operate in a cryogenic environment to improve
their thermal-noise limited force sensitivity. Room-
temperature solid-state sensors have achieved sensitivity
in the ⇠ 10�100 aN/Hz1/2 range [6–10], while cryogenic
nanotube mechanical oscillators have recently achieved
⇠ 10 zN/Hz1/2 [11]. The excellent environmental de-
coupling of optically levitated mechanical systems [12–
17, 19] in high vacuum can allow such systems to achieve
similar or better force sensitivity at room temperature
[17, 18, 20]. However, a challenge has been the optical
confinement of such particles under high vacuum [18, 21–
23], in particular in standing-wave optical traps [16, 24].

In this paper we describe robust optical trapping of
300 nm silica nanospheres in an optical lattice at high
vacuum, where particles can be trapped indefinitely over
several days. The optical potential allows the particle to
be confined in a number of possible trapping sites. By
perturbing the system with a laser, we are able to trans-
fer the particle between di↵erent trap anti-nodes, which
shows promise for sensing experiments where the particle
position must be adjusted and controlled precisely [3]. By
studying the motion of a particle which has been moved
to an adjacent trapping site, the known spacing of the
lattice anti-nodes can also serve as a ruler to calibrate
the displacement spectrum of the particle. While elec-
tric fields can be used to calibrate the force sensitivity of
charged microspheres [23, 25], the standing wave method

⇤ageraci@unr.edu

can be a useful calibration tool for neutral objects, which
are applicable for a variety of experiments where charge
can produce unwanted backgrounds. We find that for
a charged particle the standing-wave method produces
results consistent with the electric field method.
Using active-feedback laser cooling in three dimen-

sions, we demonstrate cooling of the center of mass mo-
tion to ⇠ 400 mK at a pressure of 5⇥10�6 Torr, resulting
in a force sensitivity of 1.6 aN/Hz1/2. The system per-
mits time-averaged measurements over long integration
times, and we demonstrate force sensing at the 6 zN level.
Due to the reduced particle size and improved imaging
and feedback cooling, these results are more than two
orders of magnitude more sensitive that those previously
reported by our group using 3 µm particles in a dual-
beam optical dipole trap [23].
Finally, we study the dependence of the trap stability

and lifetime on laser intensity and background gas pres-
sure, and measure the heating rate of the particle in high
vacuum in the absence of optical feedback cooling. We
find stable trapping for a range of intensities that are lim-
ited by the trapping depth on one hand and the internal
heating of the particle on the other.
In addition to force sensing applications, stable op-

tically trapped nanospheres at high vacuum are also
promising for quantum information science [12, 13],
tests of classical and quantum thermodynamics [22],
testing quantum superpositions [26–28], quantum opto-
mechanics with hybrid systems [29], matter wave inter-
ferometers [30–34], and gravitational wave detection [35].

II. EXPERIMENTAL SETUP

A schematic of the experimental setup is shown in Fig.
1. A 300 nm fused silica sphere is trapped using two
equal-power counter-propagating beams formed by split-
ting a 1064 nm laser beam with a polarizing cube beam
splitter. The beam foci are o↵set axially by 75 µm. The
trap is initially operated with a total power of 2.2 W
and a waist size of approximately 8 µm, and the trap is
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Ranjit, Cunningham, Casey, Geraci arXiv:1805.12562 

5

SU(3)c ⇥ SU(2)L ⇥ U(1)Y

u, c, t, d, s, b

e, µ, ⌧, ⌫e, ⌫µ, ⌫⌧

�,W, Z,G,H

�1 SM

�2 SM

FIG. 5: a) ��̄ pair production in electron-nucleus collisions

via the Cabibbo-Parisi radiative process (with A0
on- or o↵-

shell) and b) � scattering o↵ a detector nucleus and liberating

a constituent nucleon. For the momentum transfers of inter-

est, the incoming � resolves the nuclear substructure, so the

typical reaction is quasi-elastic and nucleons will be ejected.

Can we use this to gravitationally detect WIMPZILLAS?

C C



Carney, Ghosh, GK, Taylor 1903.00492  PRD

�

Correlated signal along only one linear track 
Uncorrelated along all other possible linear tracks

b

L = Nb

Measure every resonator each  tint . ⌧

Signal & Noise C
�

Correlated signal along only one linear track 
Uncorrelated along all other possible linear tracks

b

L = Nb

Measure every resonator each  tint . ⌧

Signal & Noise
C

C

Need big detector volume Need small spacing

Levitating Sensor Arrays “Windchime”
C

Total detector count 

Cue video…



Video by Sean Kelley (NIST)

C C



 Nature, Gizmodo, New Scientist, NIST Tech Beat The Independent  New Atlas Medium Newsbreak

https://www.nature.com/articles/s41563-020-00809-z.epdf
https://gizmodo.com/a-dark-matter-detector-based-on-a-wind-chime-seems-just-1845631934
https://www.newscientist.com/article/mg24632891-200-the-detector-with-a-billion-sensors-that-may-finally-snare-dark-matter/
https://www.nist.gov/news-events/news/2020/10/billion-tiny-pendulums-could-detect-universes-missing-mass
https://www.independent.co.uk/life-style/gadgets-and-tech/dark-matter-universe-space-pendulums-nist-b1051512.html
https://newatlas.com/physics/dark-matter-detector-tiny-pendulums-nist/
https://medium.com/technicity/researchers-employ-a-billion-tiny-pendulums-to-detect-dark-matter-5d8258db9d5c
https://www.newsbreak.com/news/2084712360984/dark-matter-a-billion-tiny-pendulums-could-detect-the-universes-missing-mass


4

FIG. 3. 95% CL upper limits on the DM-neutron coupling,
↵n, versus DM mass, MX , for several example values of me-
diator mass, m�, assuming fX = 1.

means and � = 1.3% and 35%, corresponding to the un-
certainties for delec and Nn / d3sph, respectively.

The resulting 95% CL upper limits on ↵n are shown
in Fig. 3. For m� ⌧ 1/bmax, the limits converge to those
for a massless mediator. For 1/bmax

<⇠ m�
<⇠ 1/dsph,

sensitivity to ↵n is reduced due to the reduction in cross
section to ⇠ m�2

� , and further reduced for m�
>⇠ 1/dsph

by the form-factor suppression from interaction of the
DM with only a fraction of the neutrons in the sphere.
In all cases, the limits become weaker at large MX due
to the reduced DM number density and at small MX due
to the momentum threshold.

While the results in Fig. 3 apply for any DM model
interacting with neutrons via the generic potential in
Eq. 1, they can also be translated to a specific micro-
scopic model. As an example, we consider bound states of
asymmetric DM [47, 60] in which composite DM nuggets
of total mass MX can be formed from a large num-
ber (Nd > 104) of lighter constituents, each with mass
md. Recent studies indicate that such composite parti-
cles provide viable DM candidates and could be formed in
the early universe at the required densities to constitute
some, or all, of the relic DM density [42–47].

Example constraints from this search for m� = 0.1 eV,
md = 1 keV, and fX = (0.1, 1) are shown in Fig. 4.
In contrast to nuclear recoils (NR) from nuggets with
these parameters [60], screening of the interaction within
the nugget has negligible e↵ect on d�/dq regardless of
gd since the geometric cross section of the nugget is
much smaller than the total cross section, for all MX

considered. For these parameters, bounds on the DM-
DM scattering cross-section [73] are expected to prevent
such nuggets from providing the dominant component
of DM, but cannot constrain such models if they pro-
vide only a subcomponent of the total relic density, with
fX <⇠ 0.1 [60]. In such models, which typically contain a
complex dark sector and a correspondingly complex for-

FIG. 4. Upper limits on the equivalent DM-neutron
scattering cross-section for a point-like nugget, �Xn ⌘
4⇡↵2

nµ
2
Xn/q

4
0 [60], versus MX , for the model described in the

text with fX = 0.1 (solid) and fX = 1 (dashed). Here �Xn

is evaluated for md = 1 keV, m� = 0.1 eV, and at a refer-
ence momentum of q0 = mnv0 where mn is the neutron mass
and µXn is the DM-neutron reduced mass. Model-dependent
fifth-force constraints [48, 49] (dotted) are also shown, as-
suming gd ⇡ 1. Due to sharp DM nugget form-factor sup-
pression in the parameter space chosen here, existing detec-
tors searching for ⇠eV–keV scale NRs [61–68] only constrain
�Xn � 10�22 cm2. The results reported here exceed even the
projected sensitivity of a ⇠kg-yr exposure of an ambitious fu-
ture detector with NR threshold as low as 1 meV (dot-dashed,
see, e.g., [60, 69–71]). CMB limits on DM-baryon interactions
assume a coupling to protons, which is model-dependent and
need not apply here [72], although the fX = 1 region is ex-
pected to be excluded by DM self-interaction bounds [60, 73],
which do not apply for fX <⇠ 0.1.

mation history, production of a subcomponent of such
composite particles is generically possible, similar to the
wide range of composite particles formed in the visible
sector. Use of the SHM allows direct comparison of the
results presented here to the projected sensitivity of exist-
ing and future detectors in previous work [60]. However,
if deviations from the SHM arise, e.g., from DM self-
interactions, then the derived limits could be modified.
For example, the limits would generally be strengthened
if fX⇢X were larger than assumed in the SHM, or if the
local velocity distribution were shifted towards lower ve-
locities.

These results—using only a single, nanogram-mass
sphere and less than a week of livetime—already pro-
vide many orders of magnitude more sensitivity to DM
interactions in these models than existing direct detec-
tion searches. Large detectors searching for DM-induced
NRs using cryogenic calorimeters [61, 62], semiconduc-
tors [63, 64], or liquid noble targets [65–68] do not signif-
icantly constrain these models due to the low probability
of producing events above their ⇠eV to keV scale energy
thresholds. In contrast, the techniques presented here
(similar to other proposed techniques utilizing collective

Single sensor prototype already setting new limits
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1.8 g/cm3 [39], which is optically levitated in high vac-
uum. A detailed description of the trapping setup is given
in [30]. Active feedback is used to cool the sphere’s COM
motion in all translational degrees of freedom to an ef-
fective temperature, Teff ⇡ 200 µK, which simulations
indicate provides the optimal impulse sensitivity for the
measured force noise,

p
SFF ⇡ 1 aN/

p
Hz [30]. Data

were acquired during a 7 day period between June 15–
21, 2020. Prior to beginning data acquisition, the sphere
was optically trapped at <⇠ 5 ⇥ 10�7 mbar and its net
electric charge neutralized [30, 40], remaining zero (with
no spontaneous charging) throughout data acquisition.

This work considers only motion of the sphere in the
x-direction [see Fig. 1(a)], since the impulse response
could be directly calibrated using existing electrodes sur-
rounding the trap. Upgrades to add additional elec-
trodes can allow accurate calibration of the sphere’s 3D
motion [38, 50]. The sphere’s x-position was measured
using two independent sensors: one within the feed-
back loop (“in-loop”) and one utilizing a separate imag-
ing beam and photodiode (“out-of-loop”) [30]. Data
from a commercial accelerometer (Wilcoxon 731A/P31)
positioned just outside the vacuum chamber were also
recorded. Data from all sensors were continuously ac-
quired in ⇠ 105 s long data files (220 samples at a sam-
pling rate of 10 kHz). Additional data were taken to cal-
ibrate impulse amplitudes and measure selection and re-
construction e�ciencies during dedicated runs performed
at the beginning, middle, and end of the acquisition pe-
riod.

To search for candidate impulse events, waveforms in
each data file are first filtered to remove narrow lines
and out-of-band noise, while preserving the majority of
the signal around the resonance frequency f0 ⇠ 85 Hz.
The same filter is then applied to a signal template con-
structed from the expected impulse response of a damped
harmonic oscillator, using f0 and the damping coe�cient,
�0 ⇠ 35 Hz. These parameters were determined from the
calibration data and stable within 5% and 10%, respec-
tively, throughout the acquisition period. After filtering,
the template and waveform are cross-correlated, and lo-
cal extrema (i.e., candidate impulses) are identified in the
correlated data, for which the amplitude, time, and �2

goodness-of-fit statistic are recorded. This reconstruction
is performed for the in-loop and out-of-loop waveforms in
calibration and DM-search data.

Passing DM particles [Fig. 1(b)] will impart an im-
pulse over a time �t ⇠ bmax/v, where bmax is the largest
impact parameter at which a su�ciently large signal is
produced and v ⇠ 200 km/s is the DM velocity. At all
DM masses and couplings considered here, bmax

<⇠ 1 mm,
and the resulting impulses are essentially instantaneous
(�t <⇠ 5 ns) relative to the ⇠ms sphere response time. To
mimic this signal in the calibration data, a net electric
charge of �1 e was added to the sphere and a sequence of
square voltage pulses (of length �t = 100 µs) with fixed

(c)

Neutron ⃗qDM Nugget

v � 200 km/s
(b)(a)

delec

� 1/m�

FIG. 1. Schematics of: (a) the levitated sphere and calibra-
tion electrodes, and (b) a DM nugget coherently scattering
from a sphere via a light mediator, producing a momentum
transfer ~q. (c) Example 4.8 GeV impulse produced by apply-
ing a pulsed electric field at t = 0 to a sphere with charge
�1 e. The raw waveform with minimal filtering (light, solid),
filtered waveform (dark, solid), and filtered template (dashed)
are shown.

amplitudes ranging between 20 V and 1.28 kV was ap-
plied to the calibration electrodes, which had measured
spacing delec = 3.99 ± 0.05 mm. The impulse time is
su�ciently long to avoid distortion by the high voltage
amplifier (Trek 2220), but remains short compared to the
sphere response time.
Each calibration run consisted of ⇠ 200 impulses for

each of 7 amplitudes in the range 0.15–9.6 GeV. The ap-
plied impulses span the analysis range considered here
and provide a direct calibration of the reconstructed im-
pulse amplitudes in the DM-search data, with relative
amplitude uncertainty of 1.3% dominated by the uncer-
tainty on delec. This calibration technique avoids uncer-
tainties related to the sphere mass and accounts for small
time variations in f0 and �0. Figure 1(c) shows an ex-
ample of the calibrated response. Prior to calibration,
the reconstructed amplitudes were linear within 1% over
the range from 1–10 GeV. At amplitudes <⇠ 1 GeV the
calibration removes non-linearity due to template search
bias [51].
Data selection cuts were applied to avoid spurious sig-

nals from environmental noise. First, a significant in-
crease in the number of noise-like events was observed
when someone was present in the lab. A “lab entry”
cut was applied to exclude such periods based on a de-
tailed lab-access log, which removed 0.82 days (14%) of
livetime. During these noisy periods, the vibrational im-
pulses were found to be both correlated in time (i.e.,
a short sequence of large impulses would typically be
recorded, rather than single, isolated events), and to cor-
relate with those measured by the commercial accelerom-
eter. These observations motivated two additional event
selection cuts. An “accelerometer cut” was applied to ex-
clude data files for which the maximum deviation in the
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1.8 g/cm3 [39], which is optically levitated in high vac-
uum. A detailed description of the trapping setup is given
in [30]. Active feedback is used to cool the sphere’s COM
motion in all translational degrees of freedom to an ef-
fective temperature, Teff ⇡ 200 µK, which simulations
indicate provides the optimal impulse sensitivity for the
measured force noise,

p
SFF ⇡ 1 aN/

p
Hz [30]. Data

were acquired during a 7 day period between June 15–
21, 2020. Prior to beginning data acquisition, the sphere
was optically trapped at <⇠ 5 ⇥ 10�7 mbar and its net
electric charge neutralized [30, 40], remaining zero (with
no spontaneous charging) throughout data acquisition.

This work considers only motion of the sphere in the
x-direction [see Fig. 1(a)], since the impulse response
could be directly calibrated using existing electrodes sur-
rounding the trap. Upgrades to add additional elec-
trodes can allow accurate calibration of the sphere’s 3D
motion [38, 50]. The sphere’s x-position was measured
using two independent sensors: one within the feed-
back loop (“in-loop”) and one utilizing a separate imag-
ing beam and photodiode (“out-of-loop”) [30]. Data
from a commercial accelerometer (Wilcoxon 731A/P31)
positioned just outside the vacuum chamber were also
recorded. Data from all sensors were continuously ac-
quired in ⇠ 105 s long data files (220 samples at a sam-
pling rate of 10 kHz). Additional data were taken to cal-
ibrate impulse amplitudes and measure selection and re-
construction e�ciencies during dedicated runs performed
at the beginning, middle, and end of the acquisition pe-
riod.

To search for candidate impulse events, waveforms in
each data file are first filtered to remove narrow lines
and out-of-band noise, while preserving the majority of
the signal around the resonance frequency f0 ⇠ 85 Hz.
The same filter is then applied to a signal template con-
structed from the expected impulse response of a damped
harmonic oscillator, using f0 and the damping coe�cient,
�0 ⇠ 35 Hz. These parameters were determined from the
calibration data and stable within 5% and 10%, respec-
tively, throughout the acquisition period. After filtering,
the template and waveform are cross-correlated, and lo-
cal extrema (i.e., candidate impulses) are identified in the
correlated data, for which the amplitude, time, and �2

goodness-of-fit statistic are recorded. This reconstruction
is performed for the in-loop and out-of-loop waveforms in
calibration and DM-search data.

Passing DM particles [Fig. 1(b)] will impart an im-
pulse over a time �t ⇠ bmax/v, where bmax is the largest
impact parameter at which a su�ciently large signal is
produced and v ⇠ 200 km/s is the DM velocity. At all
DM masses and couplings considered here, bmax

<⇠ 1 mm,
and the resulting impulses are essentially instantaneous
(�t <⇠ 5 ns) relative to the ⇠ms sphere response time. To
mimic this signal in the calibration data, a net electric
charge of �1 e was added to the sphere and a sequence of
square voltage pulses (of length �t = 100 µs) with fixed

(c)

Neutron ⃗qDM Nugget

v � 200 km/s
(b)(a)

delec

� 1/m�

FIG. 1. Schematics of: (a) the levitated sphere and calibra-
tion electrodes, and (b) a DM nugget coherently scattering
from a sphere via a light mediator, producing a momentum
transfer ~q. (c) Example 4.8 GeV impulse produced by apply-
ing a pulsed electric field at t = 0 to a sphere with charge
�1 e. The raw waveform with minimal filtering (light, solid),
filtered waveform (dark, solid), and filtered template (dashed)
are shown.

amplitudes ranging between 20 V and 1.28 kV was ap-
plied to the calibration electrodes, which had measured
spacing delec = 3.99 ± 0.05 mm. The impulse time is
su�ciently long to avoid distortion by the high voltage
amplifier (Trek 2220), but remains short compared to the
sphere response time.
Each calibration run consisted of ⇠ 200 impulses for

each of 7 amplitudes in the range 0.15–9.6 GeV. The ap-
plied impulses span the analysis range considered here
and provide a direct calibration of the reconstructed im-
pulse amplitudes in the DM-search data, with relative
amplitude uncertainty of 1.3% dominated by the uncer-
tainty on delec. This calibration technique avoids uncer-
tainties related to the sphere mass and accounts for small
time variations in f0 and �0. Figure 1(c) shows an ex-
ample of the calibrated response. Prior to calibration,
the reconstructed amplitudes were linear within 1% over
the range from 1–10 GeV. At amplitudes <⇠ 1 GeV the
calibration removes non-linearity due to template search
bias [51].
Data selection cuts were applied to avoid spurious sig-

nals from environmental noise. First, a significant in-
crease in the number of noise-like events was observed
when someone was present in the lab. A “lab entry”
cut was applied to exclude such periods based on a de-
tailed lab-access log, which removed 0.82 days (14%) of
livetime. During these noisy periods, the vibrational im-
pulses were found to be both correlated in time (i.e.,
a short sequence of large impulses would typically be
recorded, rather than single, isolated events), and to cor-
relate with those measured by the commercial accelerom-
eter. These observations motivated two additional event
selection cuts. An “accelerometer cut” was applied to ex-
clude data files for which the maximum deviation in the

Monteiro, Afek, Carney, GK, Wang, Moore 2007.12067, Phys. Rev. Lett.
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FIG. 2. Estimated detected event rate, cut o↵ by demanding 5� SNR, with various detector configurations. Here we use the
same fiducial parameters as in (6),(7): helium background gas at pressure 10�10 Pa, resonator damping rates � = 10�6 Hz,
with 109 sensors. Blue curves represent arrays of milligram-scale detectors spaced at either 1 mm or 1 cm, while red curves
represent arrays of gram-scale detectors at either 1 cm or 10 cm spacing. The dotted lines represent how our sensitivity floor
varies as a function of detector temperature. The left column shows detectors arrayed in a cubical lattice as pictured in figure
1. The right column shows detectors in a planar array, one detector thick.
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FIG. 3. Broad classification of DM theory classes according to mass. For masses below ⇠ 10�22 eV, the DM wavelength is
too large to fit inside ⇠ kpc dwarf galaxies. For masses below ⇠ 10 eV, DM must be bosonic; fermionic DM in this mass
range primarily fill shells of phase space that exceed galactic escape velocity. Between the keV-100 TeV range, DM can viably
be in thermal equilibrium with the SM in the early universe. In our detectable mass range, between mGUT ⇠ 1016 GeV and
mPl ⇠ 1019 GeV, DM must have a nonthermal cosmolgocial history; for trans-Planckian masses, the candidate must also be a
composite state, primordial black hole, or an extended object (e.g a topological defect).
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for freely-falling detectors. Here for simplicity we as-
sumed a cubical array of side length L (so that the
number of sensors nearest the DM path is N ⇠ L/d)
with L = 1 m, and assumed dilution fridge temper-
atures T = 10 mK, helium ion-pump vacuum pres-
sures P = 10�10 Pa, ma = 4 u, mechanical damping
� = 10�6 Hz, and typical solid density ⇢solid ⇠ 10 g/cm3

for the detectors.

The signal-to-noise ratios (6), (7) represent our fun-
damental detection sensitivities. A DM candidate of
mass m� passing through a detector will be detected
with 5�� confidence if the detector parameters are such
that SNR � 5. Clearly, detecting a heavier DM candi-
date is easier. On the other hand, the number density of
DM at high mass is low. The observed local DM density
⇢� ⇡ 0.3 GeV / cm3 [43] means that, for a detector array
of total cross-section A, the rate of DM passing through
the array is

R =
⇢vA

m�

⇠ 50

year

✓
mPl

m�

◆✓
A

102 m2

◆
. (8)

In figure 2, we plot our predicted event rates with a va-
riety of detector geometries. These results suggest that
it would be straightforward to detect DM with masses
around the Planck mass, using an array of 106 � 109

detectors in a meter-scale apparatus. Reaching heavier
masses can be achieved with a sparse, larger array of
detectors; reaching smaller masses is best achieved with
more detectors and lower background temperatures and
pressures.

Reaching thermally-limited detection.–Our optimal
measurement sensitivities (6), (7) were derived assuming
that thermal noise dominates over measurement-added
noise. Measurement noise is an unavoidable limitation
imposed by quantum mechanics itself. The prototypical
example was given by Caves [9], who studied the funda-
mental limits to continuous position sensing of a detector
mass md. Suppose we prepare the detector in a narrow
wavepacket of width �x. The mass will then have mo-
mentum uncertainty �p � ~/�x. Performing another
measurement of position a time ⌧ later will thus have
position uncertainty of order �x + ~⌧/md�x. Optimiz-
ing this as a function of the initial packet size, we see that
we cannot resolve the position better than the standard
quantum limit (SQL) �x

2
SQL

⇠ ~⌧/md. Converting this
to an impulse measurement, we have �I

2
SQL

= ~md/⌧
2.

In our case, achieving the SQL would give the ratio of

measurement-added noise to thermal noise as

�I
2
meas

�I
2
th

=

(
~v2

/4kBT�d
2
, mechanical

~md/PAdd
2
p

makBT , free-falling.
(9)

Unfortunately, the measurement-added noise is actu-
ally dominant! For mm, mg scale detectors with res-
onator dampings � ⇠ 10�6 Hz and helium gas pres-
sures ⇠ 10�10 Pa at T ⇠ 10 mK, we would need
10 log10 �Imeas/�Ith ⇡ 50, 100 dB reduction in the
measurement noise, respectively. This is a fundamental
problem for achieving our desired sensitivities.

Fortunately, there are known ways to beat the SQL.
One is to use squeezed input light [9–12]. This method is
based on the di↵erent roles of the amplitude and phase
quadratures X, Y of the light used to probe the detec-
tor. In position measurement, the mechanical position
is encoded only in the phase quadrature Y , through the
optomechanical coupling

HOM = gxX. (10)

Here, g / g0

p
P is the optomechanical coupling strength

enhanced by a laser with input power P , and the quadra-
tures are conjugate variables [X,Y ] = i. By squeezing
the input vacuum state of the light fluctuations about
this laser, one can reduce noise in the Y quadrature at
the expense of increasing noise in the X quadrature; since
we are only looking at Y , this allows us to reduce the
measurement-added noise. While in principle there is no
limit to this noise reduction, in practice, this scheme has
been limited to date to about 12 dB of squeezing.

For our purposes, another approach may be the most
fruitful: monitoring of the velocity. Note that our sig-
nal (2) is a highly broadband impulse signal, delivered
on timescales ⌧ much faster than the mechanical scales
in our problem. In particular, the impulse is delivered
so fast that the detector is essentially a free particle over
the course of a given event. Since the velocity operator
commutes with the free particle Hamiltonian, measure-
ment of velocity produces no backaction–it is a quantum
non-demolition measurement [13]. Based on early work
of Braginsky and Khalili [13, 14], we have developed a
protocol which appears capable of achieving the neces-
sary amount of backaction-evasion needed to realize our
thermally-limited estimate, a schematic of which appears
in figure 1. The fundamental limitation here is simply
due to optical losses; in principle, the reduction in noise is
unlimited. The details of this protocol are somewhat in-
tricate, and will appear in a separate publication, but we
note that related approaches from electromechanics [16]
and LIGO [13, 17] have previously been demonstrated.
Concrete realizations.–The most familiar example of a

mechanical resonator involves a suspended mirror, as in
LIGO [8]. The mirror acts as a pendulum of frequency
!m and forms an end of an optical cavity. The opti-
cal mode is used to readout of the mechanical position.
In our proposed array with many sensors, using optical
light may be di�cult; one could instead consider mirrors
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FIG. 1: YK: label `T ? Harmonize notation with Feynman diagrams, N instead of Z? Proton beam dump
spectrometer signature of prompt muon-philic scalars produced in the back of the beam dump, labeled as the “Target”,
and reconstructed by the downstream tracking stations. The spectrometer setup is inspired by the existing SpinQuest
experiment but we argue that the search strategy presented in this paper can work for other proton beam spectrometer
configurations with a large flux of muons (see text).

both signal and background rates scale with `T , the sensitivity S/
p

B improves with `T ), as shown in
the green region in Fig. 1. These requirements are in some tension because a larger `T leads to more
multiple scattering, which degrades the mass resolution, as well as a larger combinatorial background.
Optimizing the sensitivity with respect to `T requires a concrete experimental design and is beyond the
scope of this study, but as an example, we will take `T = 100 cm and a 15% invariant mass resolution,
which represents the combined effects of an intrinsic 5% experimental resolution and multiple scattering
and is further justified with simulations in Sec. V B.

IV. SIGNAL AND BACKGROUND RATES, KINEMATICS, AND CUTS

A. Signal and irreducible background

FIG. 2: Feynman diagrams representing the dominant signal processes for S production in muon-nucleus scattering.

Our signal process is on-shell S production from muons scattering off a fixed target of nuclei N , µ±
N !

µ
±
NS, followed by the prompt S ! µ

+
µ

� decay (Fig. 2). Our experimental signature is at least two

FIG. 1: Proton beam dump spectrometer signature of prompt muonphilic scalars produced in the back of the beam
dump, labeled as the “Target”, and reconstructed by the downstream tracking stations. The spectrometer setup is
inspired by the existing SpinQuest experiment, but we argue that the search strategy presented in this paper can work
for other proton beam spectrometer configurations with a large flux of muons (see main text for details).

the remaining viable parameter space in this model, the vector particle decays invisibly to neutrinos and is,
therefore, testable with NA64-µ [64] and M3 [4], which are optimized for missing momentum signatures.
By contrast, scalar particles that resolve �aµ can still visibly decay to dimuons [7], so we focus on this
scenario throughout our analysis.

III. PROTON BEAM DUMP SPECTROMETER CONCEPT

To search for muonphilic scalars as a possible explanation for �aµ, we require a large flux of muons on
a target which will produce the scalars via bremsstrahlung, as shown in Fig. 1 (red boxed inset). From the
decay width of the S to muons in Eq. (4), the lab-frame decay length is:

L ⇡ 8 ⇥ 10
�8

m

✓
ES/mS

10

◆✓
700 MeV

mS

◆✓
10

�3

gS

◆2

, (6)

where we have taken the mS � mµ limit. Except for a very small region of phase space just above
the dimuon threshold, the couplings required to explain �aµ imply that the S must decay promptly. This
remains true even if there are additional invisible decay modes, since those will only increase the total width
and hence decrease the decay length.

Therefore, the target itself cannot be very dense or else the momentum resolution will be degraded
by multiple scattering, so a large muon flux is important to compensate for this lower density. In this
paper, we consider the SpinQuest spectrometer as an example of an experimental setup to search for such
muonphilic scalars. A schematic inspired by SpinQuest is shown in Figure 1. The proton beam travels
through some magnetized material producing a large fraction of µ

± with O(20 GeV) energies, most of
which originate from pion decays. These secondary muons are produced along the beam dump and those
muons traversing the target region, which in Fig. 1 is denoted by “Target” in green, can produce the S during
a nuclear scattering event and the outgoing daughter muons have enough momentum to exit the dump and
be detected. The path of the beam muon is deflected by the magnetized dump, while the analysis magnet
alters the trajectories of the three outgoing muons to measure their curvature and hence momenta. The
signal is thus two or three muons originating from the same vertex in the dump (depending on whether the
third muon has a high enough momentum to emerge from the tracking stations), with the invariant mass of

14

FIG. 11: Sensitivity to the (g � 2)µ parameter space for a SpinQuest-like spectrometer at a proton beam dump
experiments. We assume the same fiducial parameters as discussed in Sec. IV, namely 20 GeV beam energy, `T =

100 cm, 15% invariant mass resolution, and pT > 5 GeV on the hardest µ
+
µ
� pair. We include both irreducible QED

background and reducible combinatorial background. A muon flux of 3⇥10
14 MOT, corresponding to approximately

6 years of running at nominal SpinQuest luminosity, can fully cover the preferred region for �aµ to 2� for mS <

1 GeV.

While the search strategy we outlines here is general for any muonphilic particles, our discussion has
been framed around particles that resolve the longstanding muon g � 2 anomaly, which is arguably the
longest-standing disagreement between SM predictions and experimental measurements. Assuming the
theoretical prediction of g � 2 remains unchanged with the inclusion of recent lattice QCD results, all pos-
sible beyond-the-SM solutions should be tested comprehensively. Here we have found that a proton beam
dump spectrometer can cover parameter space in a highly complementary region to missing-momentum
experiments such as M

3 [4], which can probe mS < 2mµ, and NA64-µ [3], which can fully probe the
parameter space for an Lµ � L⌧ gauge boson. Future B-factories such as Belle-II can also cover the visible
scalar decay parameter space [7], but the full luminosity may be a decade away. In the intervening years,
our analysis shows that proton beam dump experiments such as SpinQuest can potentially discover the new
physics responsible for �aµ at masses below 1 GeV in a reasonable ⇠6 years of running, and likewise has
sensitivity to other muonphilic particles in this mass range.

More detailed analyses by experimental collaborations are required to produced a more refined sensitiv-
ity projection, including in-situ measurements of the SpinQuest muon spectrum and several detector effects
such as detector reconstruction efficiency and trigger efficiency. Additional and more sophisticated analysis
techniques include multivariate kinematic selections and an optimization of the beam dump target region.
Nonetheless, even with such considerations, the sensitivity of the SpinQuest experiment can benefit even
more significantly from beamline considerations and detector improvements. Increasing the duty factor of
the SpinQuest experiment, which currently takes data for 4 s out of 1 minute, could increase the expected
MOT in a year by approximately an order of magnitude – of course at the expense of other experiments.

Proposed bump search for BSM dimuon decays at proton spectrometer 
Parasitic on existing SpinQuest @ FNAL experiment 
Coverage of low-mass BSM solutions to muon g-2
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for freely-falling detectors. Here for simplicity we as-
sumed a cubical array of side length L (so that the
number of sensors nearest the DM path is N ⇠ L/d)
with L = 1 m, and assumed dilution fridge temper-
atures T = 10 mK, helium ion-pump vacuum pres-
sures P = 10�10 Pa, ma = 4 u, mechanical damping
� = 10�6 Hz, and typical solid density ⇢solid ⇠ 10 g/cm3

for the detectors.

The signal-to-noise ratios (6), (7) represent our fun-
damental detection sensitivities. A DM candidate of
mass m� passing through a detector will be detected
with 5�� confidence if the detector parameters are such
that SNR � 5. Clearly, detecting a heavier DM candi-
date is easier. On the other hand, the number density of
DM at high mass is low. The observed local DM density
⇢� ⇡ 0.3 GeV / cm3 [43] means that, for a detector array
of total cross-section A, the rate of DM passing through
the array is

R =
⇢vA

m�

⇠ 50

year

✓
mPl

m�

◆✓
A
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In figure 2, we plot our predicted event rates with a va-
riety of detector geometries. These results suggest that
it would be straightforward to detect DM with masses
around the Planck mass, using an array of 106 � 109

detectors in a meter-scale apparatus. Reaching heavier
masses can be achieved with a sparse, larger array of
detectors; reaching smaller masses is best achieved with
more detectors and lower background temperatures and
pressures.

Reaching thermally-limited detection.–Our optimal
measurement sensitivities (6), (7) were derived assuming
that thermal noise dominates over measurement-added
noise. Measurement noise is an unavoidable limitation
imposed by quantum mechanics itself. The prototypical
example was given by Caves [9], who studied the funda-
mental limits to continuous position sensing of a detector
mass md. Suppose we prepare the detector in a narrow
wavepacket of width �x. The mass will then have mo-
mentum uncertainty �p � ~/�x. Performing another
measurement of position a time ⌧ later will thus have
position uncertainty of order �x + ~⌧/md�x. Optimiz-
ing this as a function of the initial packet size, we see that
we cannot resolve the position better than the standard
quantum limit (SQL) �x

2
SQL

⇠ ~⌧/md. Converting this
to an impulse measurement, we have �I

2
SQL

= ~md/⌧
2.

In our case, achieving the SQL would give the ratio of

measurement-added noise to thermal noise as

�I
2
meas

�I
2
th

=
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~v2

/4kBT�d
2
, mechanical

~md/PAdd
2
p

makBT , free-falling.
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Unfortunately, the measurement-added noise is actu-
ally dominant! For mm, mg scale detectors with res-
onator dampings � ⇠ 10�6 Hz and helium gas pres-
sures ⇠ 10�10 Pa at T ⇠ 10 mK, we would need
10 log10 �Imeas/�Ith ⇡ 50, 100 dB reduction in the
measurement noise, respectively. This is a fundamental
problem for achieving our desired sensitivities.

Fortunately, there are known ways to beat the SQL.
One is to use squeezed input light [9–12]. This method is
based on the di↵erent roles of the amplitude and phase
quadratures X, Y of the light used to probe the detec-
tor. In position measurement, the mechanical position
is encoded only in the phase quadrature Y , through the
optomechanical coupling

HOM = gxX. (10)

Here, g / g0

p
P is the optomechanical coupling strength

enhanced by a laser with input power P , and the quadra-
tures are conjugate variables [X,Y ] = i. By squeezing
the input vacuum state of the light fluctuations about
this laser, one can reduce noise in the Y quadrature at
the expense of increasing noise in the X quadrature; since
we are only looking at Y , this allows us to reduce the
measurement-added noise. While in principle there is no
limit to this noise reduction, in practice, this scheme has
been limited to date to about 12 dB of squeezing.

For our purposes, another approach may be the most
fruitful: monitoring of the velocity. Note that our sig-
nal (2) is a highly broadband impulse signal, delivered
on timescales ⌧ much faster than the mechanical scales
in our problem. In particular, the impulse is delivered
so fast that the detector is essentially a free particle over
the course of a given event. Since the velocity operator
commutes with the free particle Hamiltonian, measure-
ment of velocity produces no backaction–it is a quantum
non-demolition measurement [13]. Based on early work
of Braginsky and Khalili [13, 14], we have developed a
protocol which appears capable of achieving the neces-
sary amount of backaction-evasion needed to realize our
thermally-limited estimate, a schematic of which appears
in figure 1. The fundamental limitation here is simply
due to optical losses; in principle, the reduction in noise is
unlimited. The details of this protocol are somewhat in-
tricate, and will appear in a separate publication, but we
note that related approaches from electromechanics [16]
and LIGO [13, 17] have previously been demonstrated.
Concrete realizations.–The most familiar example of a

mechanical resonator involves a suspended mirror, as in
LIGO [8]. The mirror acts as a pendulum of frequency
!m and forms an end of an optical cavity. The opti-
cal mode is used to readout of the mechanical position.
In our proposed array with many sensors, using optical
light may be di�cult; one could instead consider mirrors
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